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Analytic Absolute Orientation 
in Photogrammetry 

G. C. T EW l:\ KEI., Phorogrammetic Engineer 

lJ .S. Coast and Geodetic Survev 

l . lNTRODUCTlO 

T HE s ubject of absolute orientation cons ists of a geometric tra nsformation of coordinates 
of a set of points from one three-dimens ional recta ngular system into another s imilar sys­
tem where (1) the two system s differ in scal e (dilalion), orientation (r otation), and position 
(translation); and (2) the transformation data consist of the coordina tes· in both syste ms for 
a fe\t com'11on "controi" points . The problem is to first determine a set of tra ns formati on 
coeffi cients by means of which the coordina tes of the control poin ts in the fir st system can 
be converted into those of the second, so that any residual discrepancies satisfy the condi ­
tion of least squares; and thereafter to use these coefficiems to convert many othe r poin t 
coordinates given in terms of the first system. The type of transformation is specified as 
orthogonal, linear, or affine where the dilation is identical a long all three rectangular axes. 

T hi s problem is in a sense a sequel to the paper "Analytic Aerotriangulation in the Coast 
and Geodetic Survey."1 This problem applies to the special case of analytic aerotriangu­
lation in which the number of photographs is onl y two (or where a very few photographs arc 
r educed to a single coordinate system and then treated as though they were like the two­
photograph model). The special case arises only occasionally in topographic mapping but 
frequently in construction and cadastral surveys. Insofar as the author knows, the s pec ifi c 
solution is not treated elsewh ere although s imilar treatments exist;2 moreover the method 
of solution di ffers from th.at of other s imila r probl ems . Although the solution i s carried 
through the progra ming stage for electronic computat ion, i t has not been actually progra med 
nor tested, nor is the author an experienced program er . 

The genera l treatment her e is quite analogous to the instrume ntal solution. An operator 
of a stereoscopic mapping instrument (consi s ting of two projector s containing glass trans­
parencies of two adjacent overlapping aeria l photographs) adjusts by a r outine, iterative, 
mechanical procedure the second projector in position and orie ntation relative to the first 
one until all corresponding image rays in the overlap area are in s pacial coinc idence . The 
projected images in the overlap area ar e then s aid to form a "model. " We s hall be dealing 
with the rectangular coordinates of image intersections in thi s model , the coordinate sys­
tem being any convenient instrumental fra me of reference. In the a nalytic solution, th e 
arbitrarily adopted reference system consists of the perspective center of the first camera 
(projec tor) as the origin, the plane of the first transparency as the horizontal , and the dis­
tance be tween the two per s pective centers as uni ty . 

T he second operational step in the instrumental solution is (a) to "level" the model by ro­
tating the two projectors as a unit until a few projected images in tersect at known geodetic 
heights , (b) to "scale " the model to fit known positions of two horizontal geodetic control 
points by changi ng the unit base distance, and (c) to "s hift" the map sheet so that the image 
rays of known points intersect at their proper pos itions. This is absolute orientation . Then 
the operator can measure or plot the positions and he ights of other image intersec tions in 
the map r eplica of the geodetic control system. This paper treats of an analytical method 
which accomplishes the same gener al result as the instrumental absolute orien tation, but 
based entirely on numerical data rather than the inte r sections of optically projected image 
ray s . 

Mr. Tewinke l is a member of che Office of Research and Development. 

I Anal ytic Aerocriangulacion in che Coast and Geodetic Survey by Wm . D. Harris, G. C. Te winkel, and Charles A. 
Whmen, Photogrammetric Engineer ing, March 1962. 

2 Construc tion of orthogonal matrices and their appl!cac1on In analytic phocogrammetry by G. H. Schue, Photo­
/lrammetria, Delft, Netherlands, Vol. 15, No. 4, 1958-59. An exact linear solution of che pr oblem of absolute 
orientation by E. H. Thompson, lbiJ. A scereocomparacor technique for aerial criangulacion by D.W.G. Arthur, Pro­
fessional Papers, New Series, No. 20, Ordnance Survey, London, 1955. Analytical Orientation Methods by C.M.A. 
Van Den Hout, Es tralto dot B olle ttino d i Geodesia e Sc ien ze a ffini, Revista dell' lns tituto G eogralico Mi /i tarc, 
F lorence, Ita ly, Vol. XX, No. 3, 1961. 
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T he choice of the iterative method may seem at first to be awkward or unnecessary, but 
experience gained with the relative orientation problem has instilled confidence in the speed 
and applicability of the system. 

2 . MATHEMATICAL BASIS 

The following equations are arbitrarily selected from analytic geometry texts as con­
stituting a simul taneous dilation s, a rotation A and translation B for transforming X-co­
ordinates inro x-coordinates:3 

or 

or 

x l = s(a 11 X l +a 12 X 2+a13 X 3) +bl 
X 2 = s(a2 l X l +a 22 X 2 + a23 X 3) + b2 
X3 = s(a3 1 X1 + a32 X2 +a33 X3) + b3; 

x = s AX +B. 

(x1 , xa, X3 are identical, respectively , to the x, y, z notation of coordinate axes.) 
The inverse transformation of 2.1 can be denoted as: 

X = (1 / s) A - 1 (x- B); 

or 

or 

(2. 1) 

(2. 2) 

The scale factors is common to all three coordinate axes. Thea's are direction cosines 
in the orthogonal rotation matrix which is defined4 in terms of three sequential plane ro­
tations w, cf» K (omega, phi, kappa) about the x 1 , x2 , x3 axes, r espectively, as follows: 

COS r/> COS K cos w sin K 

+ s in w s in ¢ cos K 

= -cos cJ> sin K COS W COS K 

- s in w sin cJ> s in K 

sin cf> -sin w cos <t> 

3 See footnote l above, Equation 11 , 12, and 14. 
4 See footnote 1 above, Section 3. 5. 

2 

s in w sin K 

- cos w ,sin <1> cos K 

s in w cos K (2.3) 
+ cos w sin ¢ s in K 

cos w cos ¢ 



Although the angles w, </>. K have spec ial significance with r egard ro photogrammetric in­
struments, any such meaning is irrelevant in absolute orientation. The notation is retained 
nevertheless because it serves a useful purpose and because the details of its manipulation 
have already been developed. 

Seven independent, unknown, elementary parameters arc implied in l:quarions 2 .1, which 
arc linear: s , w , cf>, K, b _, b2 , b3 . Logically, at least seven pieces of pertinent known data 
are needed to establish at least seven equations from which the unknown can be evaluated. 
Ar least four of the known terms must necessarily cons ist of the coordinates of two hori­
zontal control stations (X11 , X21 ) , (X12 , Xa 2) ; and at least three of them must consist of 
three appropriate, non-collinear, vertica l control stations IX3 a) , (X3 4 ) , (X36). T he vertical 
and horizontal stations need not be distinct. Actually several more pieces of data will al­
ways be present for practical r easons, requiring a least-squares adjustment inasmuch as 
the coordinates x 1 , x 2 , X3 in the first reference system are observed values. 

Several method s 6 a r c available for treating the orthogonal rota tion matrix, bur in this 
paper an ite rative solution is utilized because (1) close approximations are ordinarily 
available, (2) the system converges rapidly, and (3) a derailed pattern for such a procedure 
is already developed and in use for the previous proble m of relative orientation. 

Upon partial differentiation, f:.quarions 2 .1 yield a set of linear observation equations in 
terms of corrections to the seven approximate paramete r s : 

v 1 = P 11 + P 12d w + P 1 3d <I>+ Pi 4d K + P i sds + P 16db 1 
V2 = P21 + P22dW + P23d¢+ P24dK + P25dS + P2 6db2 
V3 = P31 + P32dw + P33d¢ + P34dK + PJ5ds + P36db3 (2.4) 

It is noted that there are a total of 18 coeffi c ients which need robe evaluated in terms of 
d1e approxi mate values of the parameters. A routine for forming these coefficients is now 
derived. 

The differential of x in Equation 2.1 can be expressed as 

c/x =d(s AX + B ). (2.5) 

Bur a small change in x is also 

<ix = x correct - x approximate (2.6) 

where x is construed to be the given value which may have been computed earlier, and 
cor 

x is the coresponding value obtained from Equation 2.1 through the use of the approxi-
app 

mated parameters. By transposition 

0 = x - x app cor 
.._ dx (2.7) 

In practice Equation 2.7 is not zero for a ll points because of observational discrepancies 
and because the number of points selected is normally greater than me number of unknown 
parameters, whence a finite residual v exists : 

v =- x app -x cor 
... dx. (2.8) 

!'he criterion of the solution consists of determining values for the seven parameters so 
mat v's arc made small, or minimized. 

Lquations 2.1 gives a formula for finding xapp: 

where s, A, B are approx imations. 

quantity. Substituting inro 2.8, 

x .,.s AX + B 
app 

x is a known, measured , or previously computed 
cor 
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v - ( s A X + B) -x + d( s A X + B ), (2.9) 

whic h is a statement of the observation Equations 2.-l in matrix notation . T he te rm ( s AX 
+ B-x) cons titutes the "constant" te rm Pii (wnich dim ini s hcs upon i teration) of Equa uon 2 .-l 
whereas the other coefficients are de rived from d(s AX ... B ): 

pi t = s A X + B - x 
pi2 = o(s AX+B) / o w = s(ot\ l ow) X 
pi3 = o(s AX + B) /o</> = s(OJ\ lo</>) x i= l , 2, 3 
pi4 = a(s Ax+ B) /o K = s aA / oK) x 
Pis = a(s Ax + B) / as = Ax 
pi6:;:: o(s Ax + B) /:\ bi = I (2.10) 

T he three pa rtia l derivatives of A wer e s tated quite thoroughly in Analytic Aerotriangula­
tion in the Coas t and Geodetic Survey . 6 ln orde r to make this paper more compl ete, how­
ever, the following formulas arc r epeated from that paper based on Equation 2.3 he r e in: 

[s~n <P c~s K 
oA/o <i> = S lll w S lll K 

cos <!> 

oA oK 

s in w cos <!> cos K 

-s in w cos <i> s in K 

s in w s in q, 

-COS W COS <f> COS K~ 
cos w cos <I> s in K 

- cos w s in <!> 

Moreove r, it wa s shown in that paper1 how these values, as well as the products ( :'IA/(1.1.)X, 
etc ., might be computed i n a ver y sys te matic a rra ngeme nt and stored for futu re use . It will 
be noted, however, that in the present case no corr ections need be applied to the ini tial p­
values: formu las 2. 10 need no further treatment. 

To be more explicit, the formula for Pia i s expanded as an example : 

p 13 = 
P 2 3 = 
P33 = 

wher e, for exa mple8
, 

a 1 1 = cos </> cos K 
<3a11 / <1 <t> = -sin¢ cos K, etc . 

(aa 13 / ..,.q,)x 3] 
( oa2 3 o</>)X 3] 

(aa33 / o¢)X 3] (2.11 ) 

Thus, matrix formu las for the coeffic ients of the observation equations have been de-
rived . In Sections 5 a nd 6 a r outine is indicated for an orderly evaluation of these coef-
ficie nts . 

s See footnote 2 above. 1 See footnote 1 above. 
6 See footnote 1 above, Equat ions 22, 23, and 24. 8 See footnote 1 above, Equation 23. 



3. DETERMINATION OF APPROX IMATI.:. PARAMETERS 

Equations 2.-1 for the coefficients of the observation eqqations are expressed in terms of 
the seven unknowns themselves: w, cj> , K, s, b,, b2 , b3 . It is ther eforenecessar; to devise 
some method for obtaining approximate values -for them. The solutions to the equations then 
yield corrections to these approximations. 

Referring to the fundamental Equation 2.1 , x = AX ;. B, x and X are considered as 
known control data, w, q,, Kare involved in A, s is the unknown scale factor, and the trans­
lations b1 ba, b3 are involved in B. If the equation is applied to two distinct hori zontal con­
trol points , 

Subtracting, 

x ':.s AX ' ... B 
x·· = s A X " + B 

x' - x ·· "' s A (X ' - X ") 
s = (x ' - x ")/ A (X ' - X "). (3 .1) 

The terms (x ' - x ") and (X' - X") convey the meaning of the linear distances between the 
two control points expressed in terms of the two different coordinate systems. Moreover, 
L:.quation 3.1 implies that the rotation A needs tO be determined before scan be evaluated. 
In practice, s ince both w and ¢ are near zero, s can be determined closely by applying l:.qua ­
tion 3.6 without considering the rotation (A - 1). (A special case of this sequence exists if 
the elevations X . are known for both of the hori zontal control points. Then the final corr ect 
value of s can be determined immediately from l~quation 3.6, eliminating s as an unknown 
and reducing the number of unknowns from seven to s ix. I lowcver, this special case does not 
ordinarily occur in work of the Coast and Geodetic Survey; even in the instances where it 
did, the scheme as presented here is applicable.) 

Ordinarily zeros are close initial approximations for the angles w and cp, but K may have 
any angular value. The s ine of the angle is needed. The angle K represe nts the angle in the 
xy-planc Crom the +x ro the +X axis (figure 1) where the xy- and XY-planes are approxi­
mately coplanar if w and </> ar e each approximately zero. It is convenient tO express the co­
ordinate differences: 

X2 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 

p 

~--,"""-'-~~_._~~~.._,__..__~~~~~~-Xl -- \ (xll -X12) 

\ 
F IG. 1.-The angle K. 
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£\ X1='11-X12 
6 x1 =X1 1 -X12 

flx 2 =X21 -X22 
£\X 2 =X2 l -X22 

Referring to the figure, 

Also, 

ran 8 1 = £l.x2;6 x 1 ran 82 =£iX2 /6X 1 
K = 81 - 82 
ran K = {ta n 8 1 - ta n 8 2) I { l l ran 8 1 ran 8 2) 
sin " = ran " / ( 1 + ran2 K) 1 2. 

(3 .2) 

(3.3) 

(3.4) 
(3.5) 

(3.6) 

Thus approximate values for K ands can be obtained from the data for rwo horizontal con­
trol points. It is hence expedient, insofar as concerns the minimization of the number of 
subsequent iterations, that (a) data for the two points be r eliable and (b) tha t the two points 
be a r e latively long distance apart. Usually the elevations X3 1 and X 3 3 are not known, 
whereupon they can be cons idered both zero unless i t is known that rhe rwo points differ 
greatly in el evation relative to their distance apart. If this difference (X31 - X32 ) i s known 
to be s ignificantly large, photogrammetrists ordinarily have various means at their disposal 
for obta ining a rough estimate. 

If Equation 2 .1 is solved for B , 

which can be eval uated inasmuch as s and A arc known approximate!} . These formulas are 
s pelled our more explici tly for x : , x3 , x3 by Equation 2.1. Thus , each horizontal contr ol point 
yields values for b1 ancl ba and each vertical control point yields a value for [J3 . Inasmuch 
as s and A are appr oximate, each control point will yield values different from the others . 
l t is therefore suggested, in order to minimize the number of subsequent iterations, that 
one adopt for each of the three terms the value which is the average obtained from using 
all the appropriate control points: 

b1 = (b 11 + b21 + ... +bm 1)/m 
b2 = (b 12 + h22 + ... +b1112 )/rn 
b3 = (b 13 + b23 + · · · +b113 ) / n (3.7) 

wher e m and n are the numbers of horizontal and vertical points , respectively. 
Thus approximate values for the seven unknown param eters can be determined for use 

(1) in eval uating the coefficients of the observation Equations 2.10 and (2) as values to which 
to apply the iterative corrections implied by the observation equations. 

4. SOLUTlOI\ OF T l-I E S!MUL TAl\EOUS EQUATIONS 

Presumably one will use a subroutine computer program for solving the set of simul ­
taneous linear Equations 2.4 in seven unknowns for the corrections and wil! not need to con­
cern himself with the details of die solu tion. Nevertheless, a computational routine is 
given here in the event one may wish to use it to make the a bsolute orientation program more 
of a "package" operation. Moreover, the routine, including the formation of the normal 
equations , only r equires programing four different for mulas which are used in loop rou­
tines . The scheme also allows one to pass immediately from an observa tion equation inw 
the norma l equation matrix without s toring any of the obser vation equations . l lowever, the 
scheme outlined her e does not provide any "check" colu mns nor any provision for deter­
mining the residua ls and the standard deviation. 

The method is that shown by l lildcbra nd9 which may be called the Gauss-Crout a lgorithm, 
and which is a lso noted as being attributed to Cholesky. 

9 lntroduction to numerica l analysis by F.B. Hildebrand, McGraw- ll ill, New York. 1956, p. 431. 
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The observarion Equarions 2 .4 are r ewrirren somewhat differently to conform to usual 
practice: 

(4 .1) 

This is a perfectly gener al type of linear e quation in seven unknowns, applying to any kind 
of work. For each of the three types of equation for thi s particular problem , one of the db­
coeffici ents i s unity and the other two are zeros. (lt may be interesting that the eight co­
efficients can ordinarily be punched convenie ntly onto a single IBM card. But in this special 
application, the coeffi c ients may never need ro appear on a card ar all, occurring only in the 
computer m emory .) 

The total number of these p-cquations is (2m + n ) where m i s the number of horizontal 
control points and n is the number of vertical points . 

The coefficients of each are formed independent from the others and at different t im es . 
As soon as one of the e qua tions is form ed, it will be shown that i ts contribution to the term s 
of the nor mal equation matrix is computed and stored, and then the particular observation 
or p- equation is "forgorren." 

Let the form of the normal equarions be 

c. dw + c .
2
d 4> + c.; d K + c_ ds + c. db 1 + c. db 2 + c. db3 = c. 

i 1 i •3 t 4 i s i s i 1 is 

i= l ... 7 (4 .2) 

whe re there are always exactly seven equations , making a 7 by 8 coeffic ient marr ix of 56 
rerms. We shall denore this normal equation sysrem as the C- matrix. (Figure 2. ) 

Another auxiliary 7 x 8 matrix is uti lized in the computation: i t is denoted as the 0 -
matrix . T he "answer s" consist of a column E- matrix of the values of the seven unknowns. 

ow formulas arc presented for forming the el ements of the C-, 0 -, and £-matrices, be ­
ginning with the P-coeffi cienrs of the observa tion equations. 

T he formation of each element of the normal equation matrix may be expressed as10 

2m+ n 

Cij = I Pi Pj i= l . . . 7,j= l ... 8 

K = l (4 .3) 

In Fortran progr aming, this operation t:an be performed by the seque nce of instructions 

DO 1 = 1,7 
DO 1 ] = 1,8 
C( I,J) = 0 . 

DO 2 1 = 1,7 
DO 2 J = 1,8 

2 C( J,J) = C( I,J) + P(I) *P(J). 

T his program s tates that, after initiali zing each ele ment to zero, the val ue of an e lement 
of the nor mal equa rion system is equal to the value it had previously pl us the product of 
two specific coeffi cients from an observation equation. In thi s way, when a p- equarion is 
form ed, i t can immediately be applied to the accumularing system of normal equations. T hen 
the program can continue to compute s ome other i tems until eventually anorher p-equa tion 
is formed when again its coefficient products can be added to the normal system. 

After all the (2m + n) p-equarions have been tr eated to form the normal equation system, 
the e lements of the 0-matrix can be computed. T he sequence of oper ations is s hown in fig­
ure 2. T he general formula is 

i - 1 

Oij = Cij - I 
K = 1 

DiKDKj i <j,i = 1 .. . 7,j= 1. .. 8 (4 .4) 

10 Manual of geodetic astronomy by A.J. Hoskinson and J.A. Duerksen, Special Pub. No. 237, U.S. Coast and 
Geodetic Survey, Washington, 1952, p. 138. 
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Observation Equations 

P11 P12 P13 P14 P15 P16 P17 Pia 

P21 P22 p p 23 ....... .......... ........ ...... ....... ... ... ..... ·. 2a 

..................................................................................... 
pi l Pi2 pi3 .. .. ......................... .. .. ... ....... ........ Pia i = 2m+n 

Normal Equations 

Cu C12 C13 C14 C15 C16 C17 C1a 

C21 C22 C23 C24 C25 C26 C27 C2a 

C31 C32 C33 C34 C35 C36 C37 C3a 

C41 C42 C43 C44 C45 C46 C47 C4a 

C51 C52 C53 C54 C55 Cs6 C57 Csa 

c61 c62 c63 c64 c6s c66 c67 c6a 

C71 C72 C73 C74 C75 C76 C77 C7a 

Auxilliary Matrix Answer Matrix 
I 

D13 D14 D15 D16 D17 Dia E 1 

D21 D24 D25 D26 D27 D2a E2 

D31 D32 D35 D36 D37 D3a E3 

D41 D42 D43 D46 D47 D4a E4 

D51 D52 D53 D54 D57 Dsa Es 

D61 D62 D63 D64 D6s D6a E6 

D71 D72 D73 D74 D75 E7 

Sequence of computation and location of the diagonal 

FIG. 2.-Tabul ar systems for solution o f the set of simultaneous linear equations in seven unknowns. 

which applies to a ll the terms on and below the diagonal; but if the term is a bove the diag­
onal , the term must be divided by the value of the diagonal term Dii. T his can be ac­
complished by automatic computer by (1) initially setting all the clements equal to zero, (2) 
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applying Equation 4.4, and (3) then i f the term i s above the di agonal (i. e ., if i i s l ess than j ), 
di vi de by the di agonal term Dij . In Fortran notati on , Lhe pr ogram migh t be; 

DO 3 1 = 1,7 
DO 3 J = 1,8 

3 D( I,J) = 0 . 

DO 6 J = 1,8 
DO 6 l = 1,7 
DO 4K=l , 6 

4 DUMMY= C( I,J) - D(I ,K) *D(K,J) 
D( I,J ) = DUMMY 
IF ( I-J) S,6, 6 

S D(I ,J) = D(I ,J) / D{I , l) 
6 CONTINUE 

T he formati on of the E column is ca lled the "back soluti on" in which each element can 
be obta i ned from 

7 

I i = 7,6,S .. . 1 
j= I 

which uses descending val ues of i . In Fortran notation. 

D07 1=1 ,7 
7 E ( I) = 0 . 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

D08L =l ,7 
I = 8 - L 
DO 8 J = 1, 7 
DUMMY = D(l,8) - D(I,J) *E(J) 

8 l:. (I) = DUMMY 

(4.S) 

T his completes the solution of the equations but no attempt i s made here to indicate the 
use of check columns nor conditi oned equa tions and the subject of residual s and the stand­
ard devi ati on i s discussed in the next section . 

S. Rt:S!DUALS 

A res idual i s the amount by which an observation f:.quat ion 2.-l fails to be sati s fi ed by the 
values of the seven param eter s afrer the final iteration. T hese val ues are rhe rerms p11 , 

Pi:a , P13 in Equati on 2.4 and rhe Pii rerm in Equati on 2.10: 

Residual = v = s A X + B - x . (S. l ) 

All the other terms of the equations ar e insignificantl y small due to rhe ver y small dif­
ferential corrections ro rhe parameters obta ined on rhe f i nal i ter ation. Thus each gi ven con­
tr ol coor di nate val ue has a r esi dual , and rile va lues of the residual s arc d istributed i n mag­
ni tude accordi ng to the principle of l ease squar es . 

T he r oot- mean-squar e (rms) val ue o f the residuals i s given by the formul a 

rms = ((r v4 )/ 11)1 /:a (S .2) 

where n is the total number of gi ven control coord inates. 
l t is expected that all of rhe resi dual s and the r ms-va lue will be pri nted for visual in­

specti on for the purpose of detecti ng any gross mistakes in the inpu t da ta and al so of dis­
playing an indi cati on of the r el ati ve accur acy of the anal ysi s . One can eliminate or correct 
mistaken dara and then repeat the soluti on . In any case, gross mis takes and bl under s should 
nor be allowed ro influence rhe accuracy of the final r esul ts. 
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Lt may be argued that the decision for the acceptance or r ejection of data can be made by 
the computer. For example, the computer can be ins tructed to eliminate all data from a 
comrol point which ha s a residual greater than three times the rms-value. However, this 
is cons idered here to be an undesirable method of obtaining the most accurate overall re­
s ults because the computer might elimina te a geometrically important control point due to a 
s imple error in data handling whereas a person might be able to corr ect the faul t so as not 
to exclude the point. 

Part I. 

1. 

2. 

3. 

4. 

5 . 

6. 

7. 

8. 

Read Approx. 
Parameters 

Read Constants 

Read Control Data 

Compute Five 
Approx imate 
Parameters 

Compute (Trial) 
Transformation 

Compute Coefs. 
of Normal Eqs. 

Solve for 
Corrections 

Modify Approx. 
Parameters 

Part II . 

Test for 
Termination 

Compute 
Residuals, RMS 

Print 
Residuals, RMS 

Punch 
Transformation 

Data 

I 

t 

Read 
Transformation 

Data 

Read Three 
Coordinates 

Transform Them 

Punch 
Transformed Values 

Last Card? 

FIG. 3. -Computational scheme . 

10 

9. 

10. 

11. 

12 . 

13. 

14. 

15. 

16. 

17. 



6. A COMPUTATIONAL SCHEME 

A scheme is outlined for solving the complete problem of absolute orientation beginning 
with the coordinates of a finite number of control points ( a minimum of two horizontal and 
three vertical, and a maximum of 30 in all) and terminating wi th the transformed coord i­
nates of an unlimited number of "model" points. The accompanying block or flow diagram 
(figure 3) shows a suggested sequence of operations. The numbered items are discussed 
briefly here and then arc considered in more deta il in the next section. The scheme in gen­
eral is to consider first the coordinates of the control points in the two systems (the ground 
control system and the model system) for determining by an iterative method the values of 
the seven unknown parameters which in turn define the coefficients of the transformation 
Equations 2.2, and second Lo apply, using a subsequent program, the transformation of the 
model coordinates for as many points as are desired. 

l. The initial approximate parameters are all zeros and can be r ead in from one card 
containing e ight words of zeros. T he card format may be identical to the card output in 
Step 12 below so that if data are r ejected and the problem resolved, the new computation 
need not start with zeros but wi th the fina l val ues used in the previous determination, which 
values s hould suffer only minor changes . The program in the next section is designed to 
sense the presence of a zero in the term b1 (X31 , 1 9 ) and change its procedure accordingly. 

2. Operational constants which seem to be useful here are: (1) the tOLal number N1 of 
distinct control stations being used; (2) the number N of elevations being used whethe r or 
nor horizontal coordinates are also present; and (3) the number MN of pairs of horizontal 
coordinates being used whether or not the e levations are known. 

3. The control data cons ist essentially of six e lements associated with each control sta­
tion and three in the model system. One or two of the control coordinates may not be known 
for a station whereupon the unknown coordinates must be indicated by zeros in the input for 
sensing purposes during the computation . The scheme allows for 30 distinct control sta ­
tions which can be changed easily in the source program. The data for each station is con­
s idered to appear on one input card. The first two control stations must be especially r e ­
liabl e and appropriately separated horizontal stations (see Section 3 for the determination 
of initi al approximations for Kand s, whereas the remaining horizontal and vertical control 
cards can be i n any order whatsoever . The control coordinates should be scaled so that 
control and mode l coordi nates have the same r elative magnitude. 

4. The five parameters are K, s, b1 , b~, b3 where wand ct> are both considered to be zero 
initia lly. 

5. T he "trial" transforma tion is based on the approximate parameters and upon iteration 
eventually is the final transform according to Equation 2.1. T he program is designed to pro­
ceed from Step 5 to Step 6 on the initial iteration and from Step 5 to Step 9 thereafter . 

6 . The coefficients of an observation J:.quation 2. 10 are formed and immediately applied 
to the normal equation system as indicated by l:.quation ·!.3. This is done for each e lement 
of given control data and is not done if a zero indicates that the data are unknown . 

7. This i s the standard solution of.the set of s imultaneous normal equations as indica ted 
by Equations 4.4 and 4.5. 

8. The res ults of the solution arc added to the approximate parameters. Then the rou­
tine returns to Step 5 to compute a new trial transformation. The program i s designed to 
proceed from Step 5 ro Step 6 on the initial itera tion but from Step 5 to Step 9 on succeeding 
ite rations. 

9 . The test for termination of the iteration procedure is whether all of the w, rp, K cor­
rections are s maller than 0.00001 in absolute value. If any one is greater, the program re­
turns to repeat Steps 6 through 9. If they arc all equal ro or smaller than the cri terion, then 
the itera tions are comple te and the program proceeds to Step 10. 

10. Residual discrepancies are computed as shown in the first formula in l:.quation 2.10, 
and as Equation 5 .1 , and the r oot-mean-square value by Equation 5.2 . 

11. The list of residuals and the rms-value need to be prinred (but not necessarily 
punched) for a visual inspection for blunders as explained in Section 5. 

12. The transformation data arc punched out in two forms : one for the second program ; 
and the other for Step l for the case where a control point is rejected or corrected because 
of a blunder . This completes the first part of the program. 

13. This is the beginning of the second part of the program. A pair of input cards con­
tain the output from Step 12 above cons is ting of all of the coefficients for the transforma­
tion of model coordinates in to the control coordinate system as s hown by Equation 2.2. 
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14. One card from a stack of input cards is reatl, computed, and the results puncheu be­
for e the next card is read. Each cart! contains the three model coordinates of a point. t\ny 
number of cards ar e admissible. 

15. The transformation is computed accor di ng to Equation 2.2. 
16. The output is punched as the three coordinates.of the point in the control coordinate 

system. Whether they ar e punched or printed depends on their subscquem use : presumably 
the points may be used for s ubsequent processing, such as for the computa tion of earth­
work , or the compu tation of bearings and distances for cadastral r egistry. 

17. T he program is allowed to continu e as long as input cards are present. 

7. A SUGGEST ED PROG RAM 

A computer program in Fortran notation is now devised to solve the problem developed 
in the foregoing pages . Inasmuch as the writer is a "rank amateur" a t programing and the 
program has never been tes ted in any sense, the system s hould not be used wi thout a close 
s tudy for adequacy and accuracy. Nevertheless the program may be useful as i t suggests 
a detailed routine for solving the problem, a routine which may have some merit from the 
standpoint of brevity and orderliness . 

T he program is based on the lBM- 1620 computer, and the usual changes would neces­
sa rily have to be made for any other type of machine . 

To give some idea of the size of the program, the source program for Part I specifics 
880 words of dimens ioned s torage, 24 dis tinct sy mbols , uses 22 "formulas ," and i ncludes 
184 s tatements. Part II has only 21 words of dimens ioned s torage, 8 symbols, 2 formulas , 
and 16 statements. 

Little effort has been made to minimize the required storage . For example , no a ttempt 
is made to utilize the symmetry of the normal equations , r esulting in a waste of 21 memor y 
locations and some computer time . However, to avoid Lhis waste might r equire more than 
the 21 words I 

A few comments about the dimens ioned tables may be worthwhile. The X- and A-Tables 
ar e s hown at this point while the C- and D-Tables are s hown in figure 2. The tables arc 
des igned and arranged to allow the evaluation of terms through the use of matrix oper ations 
i nsofar as possible . In general , formulas have not been included in the tables nor in the 
progr am list, but they are designated specifically in Section 6. The P-Table (fig. 2) is used 
first to s tore the coefficients of Lile obser vation equations and later also to store the re­
s ul ts of the back solution, or the "answer s." 

Card formats are not s pecified as the reader or user can best do this LO suit his par­
ticular computer and application. 

The X -Table 

J 
I 

l 2 3 -! 5 6 7 8 9 10 11 12 13 1-1 15 16 17 18 19 20 21 22 

l 
2 
3 
4 (/) 

5 Q) (/) (/) c i-J 

ro Q) 
E 0 

6 i-J .s ro \..o 
..... 

7 'O .s ~ 
cc 

\..o 'O (/) ~ 0 \..o ><: (/) (/) (/) § >< ·-0 0 ~ ><: ><: ><: 
..... 

u 0 ·~ ~ 
c . 

...... u c: Q) .... 

.9 ] ~ £ '"O Q) 
0 ...... ...... I ·- .D 
~ ..., 11) 10 (/) E 28 Q) c: ~ ..... 

'O co ......... ........ ......... c c ..... 
;'§ -;: ~ <tl II ::J 

29 0 0 0 \..o ~ 0 c 
u ~ 0::: 

11) 11) f-< 0.. 30 - - -
31 Wor k s torage s pace 

I ·-
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Tlie A-Table 

J 
I 

1 2 3 

1 sin w sin ¢ sin K 

2 cos w cos ¢ cos f{ 

3 1 0 0 
4 0 cos w sin w 
5 0 -sin w cos w 

6 cos¢ 0 -s in¢ 
7 0 1 0 
8 sin ¢ 0 cos¢ 

9 COS K s in K 0 
10 -s in r< cos K 0 
11 0 0 l 

j 12 Matrix product of the cJ> 
13 and K 

14 const ituen ts 
I 

I 

15 Matrix product of w -constituent and the cp-w 
16 product. 
17 - The Rotation Matrix A. 

18 0 Partial de ri
1
vatives 

I 

19 o (oA;ow) 
20 0 

I 

21 I 

22 (OA/ ocJ>) 
23 

I 
24 
25 (oA/oK) 
26 0 0 0 

I I 

To assist in debugging the program, the addi tion of eight pairs of IF(SENSE SWIT CH i) 
and WRITE statements may well be distr ibuted in appropriate locations. Suggested places 
and data are: 

After Statement 2, wri te tan K 
Before 10, sin K and S 
After 8, at least e ight terms of the rotation matrix 
After 27, the e ight P -values 
Afte r 29, the seven diagonal te rms and last term of the normal equation system 
After 33, the bouom row of the auxiliary table 
After 35, the seven r esults of the back solution 
After 36, the seven corrected parame ters 

With the Sense Switch ON, all of these values will then be printed out for each iteration. 
If m emory storage space is c ritical, the A-Table can be r educed by 27 words by re­

using rows 3 to 11 co store rows 18 to 26 through a change in indexing in the affected for­
mulas. 
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SUGG ESTED PROGRAM 

C ABSOLUTE OR IENTATION, ORTHOG ONAL 3D TRANSFORM, ITERATIV E, 
TE WINKEL 

DIME NSION X{31, 22), A(26, 3), P( J, 8) , C(7 , 8), D (7 , 8) 
READ, A( l , l ) , A( l ,2), A( l ,3), S, X (31,1 9), X(31,20) , X(31,21), IDENT 
READ, M, N, MN, IDENT 

DO 1, I = 1,M 
1 READ, X(l , l ) , X(I ,2). X( I,3), X (I,4), X( l ,5) , X( l ,6) , X( l ,22) 

IF (X(31, 19)) 101 ,10,101 
101 DO 2 I = 1, 6 

(Test for p r esence/ absence) 

2 X(31,I) = X(2, I) - X( l , I) 

1 
A( l ,3) = (X(31,1) - X(31,5) -X(31,2) 

X(31,2) *X(31,5) ) 
*X(3 1,4)) / (X(31, J) *X(31,4) + 

A( 1,3) = A( 1,3) /SQR( 1.0-A (l,3 ) *"'2.0) 
(Tan " ) 
(Sin " ) 

S = SQR ( (X(31,4)"'*2 .O+ X ( 31,5) **2 .0 + X ( 3 1,6) *"'2.0) I 
(X ( 31, 1) **2 .0 + X ( 31,2) **2.0+ X( 31,3) **2.0) 

JC = 8 
10 DO 3 J = 1,3 
3 A(2,J) = SQR( 1.0-A( l ,J) **2.0 

DO 4 I = 3,26 
DO 4 J = 1,3 

4A( I,J)= 0.0 

A(3, l ) = 1.0 
A(7 ,2 ) = 1.0 
A( ll ,3) =1.0 

A(4,2) = A(2 ,1) 
A(4,3) = A( l,l) 
A( S,2) = ( - A( 1, 1)) 
A( S,3) = A( 2, l ) 
A(6, 1) = A(2,2 ) 
A(6,3 ) = ( -A( l ,2)) 
A(8, J ) = A( l,2) 
A(8, 3) = A(2 ,2) 
A(9, l ) = A(2 ,3) 
A( 9,2 ) = A( 1,3) 
A( l 0 ,1) = ( -A( l ,3) ) 
I\ ( 10,2) = A ( 2,3) 

IA = 12 
IB = 14 
IC= 2 
ID= 3 

S DO 6 I = IA, 1B 
DO 6 J = 1,3 
DO 6 K = 1,3 
L = K+ IC 
IE=I -6 

6 A( I,J) = A( I,J) + A(IE,K) *A(L,J) 

IA = 15 
IB = 17 

14 

(Cosines) 

(Clearing) 

(Putt ing Ones in 
plane rota tions ) 

(Transfer s to form 
constituent pla ne 
rota ti on ma trices) 

(matr ix pr oduct) 

(Scale) 



IC= 11 
ID=ID+2 
GO TO ID 
CONTINUE 

7 GO TO JC 

8 DO 9 J = 1,3 
1= 17+} 
K = 14+ J 
A(I,2) = ( -A(K,3)) 
A( I, 3) = A(K,2) 
A(24,J) = A(16,J) 
A( 25,J) = ( - A.( 15,J) ) 
A ( 21,J) = ( - A (14 ,J) *A ( 2, 3) ) 
A(22,J) = A(14 ,J) *A( l ,3) 

9 A( 23,J) = A( 12,J) 

DO 11 I= l ,M 
DO 11 J = 7,21 

11 X (J ,J) = 0.0 

JA = 7 
JB = 9 
IDA= 14 
SUB= 1.0 

12 DO 19 I = 1,M 
DO 13 J = JA,JB 
DO 13 K = 1,3 
L = JA + 8 

13 X(I,J) = X(I,J) + A( L,K) *X(I ,K) 
19 X (I,J) = X(I ,J)*SUB 

14 JA=10 
JB = 12 
IDA= 15 
SUB= S 
GO TO 12 

15 JA = 13 
JB = 15 
IDA= 16 
GO TO 12 

16 JA = 16 
] A= 18 
IDA= 17 
GO TO 12 

17 IF (X(31,19) 103, 103, 103 

103 DO 18 I= 1,M 
DO 18 ] = 1 9, 21 
K = J - 15 
L = J - 12 

18 X( I,J) = X(l, K)-X(I,J)*S 

DO 20 J = 1,3 
DO 20 I= 1,M 

20 X(31 ,J) = X( 3 1,K) + X(I,K) 
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(Second m a trix product-­
the prima r y 3D rotation 
m a trix) 

(Forma tion of partia l 
derivatives of the 
prima ry matrix) 

(Clea ring part of 
X-table 

(Matrix product AX) 

( Matrix product 
( oA / a .v ) x S) 

(Ma trix product 
(oA / ocf>) x S) 

(Ma trix produc t 
(oA / oK) X S) 

( T est for pr esence or 
a bsence of a pr eviously 
computed va lue) 

( Transla rion term s 
B = x - A X s ) 

(Sums of tra ns lation 
terms) 



DO 21 I = 1 Q, 2 1 
21 X(31,I) icX(31,I) / MN 

X(3 1,3) = X(3 1,8) / N 

102 DO 22 1 = 1,7 
DO 22 J = 1,8 
C(I,J) = 0 .0 

22 D( I,J) = 0.0 

DO 23 I = 5,7 
23 P(I) = 0.0 

IA = 1 
DO 29 I = l ,M 

25 IF(X(I,IA))27,26,27 
26 GO TO 29 

27 IB = lA+ 7 
IC= IA+ 12 
ID=IA+ 15 
IE= IA+6 
IDA= IA + 18 
] A= IA+ 3 
JB= IA+ 4 

P(JA) = 0 .0 
P( l ) = X(l.IB) 
P(2) = X( I ,IC) 
P(3) = X( I,ID) 
P( 4 ) = X (l ,IE) 
P(JB)::: 1.0 
P(8) = X( l ,JA) -X(31,IDA)-S*P(4) 

DO 28 I= 1,7 
DO 28 ] = 1,8 

28 C(I,J) = C( l ,J) + P(l) *P(J) 

IF( IA - 3)30,29,29 

30 IA = IA+ 1 

GO TO 25 

29 CONTINUE 
D033 J = l ,8 
DO 33 I = 1,7 
DO 39 K= 1,6 

39 DUMMY= C( l ,J) - D( I,K) *D(K ,J) 
IF (1- ]) 31,32,32 

31 D( I,J) = DUMMY / D( I, I) 
GO TO 33 

32 D( I,J) = DUMMY 
33 CONTINUE 

DO 34 I = 1,7 
P(I) = 0 .0 

DO 35 L = 1,7 
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(Means of trans lation 
terms) 

(Clea ring norma l a nd 
auxiliary tables for 
equation solution) 

(Clear 3 terms in 
P-cable) 

(Test for presence or 
absence of control 
coord inate) 

(Coefficients of one 
observation equation) 

(Adding contr ibution of 
obser vation equation co 
normal equat ion system) 

(Testing for lase of 
three coordinates of a 
point) 

( Ins truction mod ification) 

(For next coordinJte) 

(Auxil iary cable for 
solut ion of equa rions) 

(Clea ring P-table for 
storage of .. a nswers") 



I = 8 - L 
DO 35 J = 1,7 
DUMMY= D(I,8) - D(I,J) *P(J) 

35 P( I) = DUMMY 

DO 36 I = 1,3 
A ( 1, I) = A ( 1, I) + P (I) 
K = I+ 4 
IDA= I+ 18 

36 X(31,IDA) = X(31,IDA) + P(K) 
S = S+P(4) 

JC = 46 
GO TO 10 

46 IF(P( 1) **2.0 - I .OE - 10) 37,37,8 
37 IF(P(2) **2.0 - L OE - 10) 38,38,8 
38 IF(P(3) **2.0 - L OE - 10) 40,40,8 

40 DO 41 I = 1, M 
DO 41J =7, 12 

41 x (I,J) = 0.0 

DO 42 I= l ,M 
DO 42 J = 7,9 
DO 42 K = 1,3 
L= J+ 8 

42 X ( I,J) = X ( I,J) +A ( L,K) *X (I,K) 

DO 43 I = l ,M 
DO 43 J = 10,12 
IA= J - 3 
IB =J -9 
IC= J - 6 
IDA= J+ 9 

43 X{I,J) = S*X(I, IA) - X{31,IDA) + X{I, IC) 

DO 44 I= l ,M 
44 PRINT, X{ I,22). X{ I,10) I X{I,12) 

DUMMY = 0 .0 
DO 45 I = l ,M 
DO 45 J = 10, 12 

45 DUMMY = DUMMY + X (I,J) **2.0 
RMS = SQR(DUMMY / (MN + N)) 
PRINT, RMS 

(Back solution: .. answer s") 

(Applying corrections 
(modifyi ng) the seven 
par am ete r s) 

(Step 10 follows Step 2) 

(Test for termination) 

(Clea r ing pa rt of 
X- table) 

(New AX matrix products) 

(Residua ls) 

(Residua ls) 

(Residuals) 

( RMS ) 

PUNCH, A {15, l ) ,A ( 15,2) ,A ( 15,3) ,A ( 16, l) ,A { 16,2), A ( 16,3), IDE NT 
PUNCH, A( 17, l ) ,A ( 17,2) ,A ( 17,3) .s.x (3 1,19) ,X( 31,20) ,x (31,21) I IDE NT 
PUNCH, A ( l , l ) ,A ( 1,2 ) ,A{ 1,3) ,S,X (31,19) .x (3 1,20).X (3 1,21) I IDENT 

STOP 
END 

T HREE DIMENSION TRANSFORM APPLIED 
DIMENSION A (3,3) , B(3) , X{3,3) 

READ, A( l , l ),A{ l ,2) ,A{ l ,3),A(2, l ),A (2,2) ,A(2,3), IDENT 
READ, A(3, 1),A(3,2),A(3,3),S,B, ( 1).B(2) ,B(3). IDENT 

(Input from fi rst program) 
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1 READ, X(l,l),X(l,2),X(l,3),N 
X(3, l ) = 0.0 
X(3,2) = 0.0 
X(3,3) = 0.0 
DO 2 J = 1,3 

2 X ( 2 ,J) = ( X 1 ,J) - B (J) ) / S 

DO 3 I= 1,3 
DO 3 J = 1,3 

3 X(3,I) = X(3, I) + X(2,J) *A(J ,1) 

PUNCH, N, X(3,1) ,X( 3 ,2) ,X(3 ,3) ,IDENT 

END 
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( Input model coo rd ina res) 

(Translation and dilat ion) 

(Rotation) 
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