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Survey directed that the name be changed to the North American Datum. 

During Bowie's tenure as chief of the Geodesy Division the decision was 
reached to carry out a general readjustment of the triangulation networks. Bowie is 
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which resulted in the North American Datum of 1927. Soon after the 1927 
readjustment, the geodesists of Canada and Mexico also readjusted their triangula­
tion to make it consistent with the new datum, so that the continental character 
was preserved. 

Thus William Bowie was largely responsible for both the original North 
American Datum and the North American Datum of 1927. This report, describing 
the third horizontal geodetic datum of continental extent in North America, is 
dedicated to him. 
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EDITOR'S PREF ACE 

This report is written primarily from the viewpoint of the National Geodetic Survey 
(NGS), a component of the Office of Charting and Geodetic Services, National Ocean 
Service, National Oceanic and Atmospheric Administration. NGS represented the United 
States and served as coordinator for the international project which resulted in the North 
American Datum of 1983 (NAD 83). Some sections of the report describe the project 
from the point of view of other participants. 

At the National Geodetic Survey, this undertaking was called the New Datum Project, 
since the new datum was not actually named until the project was weD underway. It was 
the largest single activity at NGS from 1974 until 1986, consuming most of the resources 
of the Horizontal Network Branch and significant resources from other parts of NGS. The 
project was an obje«t of management interest and attention throughout its lifetime. 

This report covers the background of the project. It also describes the actual execution, 
including the inventory of data used, the long laborious task of building the data base, the 
computations themselves, and the datum implementation activities. It does not include the 
actual coordinates, which must be ordered from the National Geodetic Infonnation 
Branch, NOAA. 

The report is intended to serve as a record of what was actually done during the new 
datum project. Mnch of the material has already been released as technical papers, 
presentations. and journal articles, This report collects together much of that literature, 
augments it with new material. and adds the benefit of hindsight. 

The authors and editors of this report have attempted to emphasize the many decisions 
that were made during the planning and ex~ution of the project. They describe many of 
the alternatives that were considered and provide the rationale for many of these 
decisions. 

The authors also describe the project from the point of view of those people who were 
actually working on it. Several sections describe the computer programs that were written 
and the tasks that were actually performed. For many of thuse people, this report will 
explain how their contributions fit into the overall project. 

Many activities had to be coordinated to carry out the l'AD 83 project. No one person 
had in~deptb knowledge of all of them. Therefore, this report has been assembled from the 
contributions of several authors. As editor~ I have attempted to coordinate the various 
sections and to achieve some consistency of style. 

I thank the many authors for their contributions. It was not always easy for the authors 
to remember and articulate decisions and actions that occurred over a span of many years. 
Without their cooperation this report coutd not have been assembled. 

I also thank Joseph F. Dracup, B. K. Meade, and Charles A. Whitten for their reviews 
of the typescript. Each of these individuals had played an important role at the National 
Geodetic Survey during the period when the New Datum Project was being established. 
Each retired before the project was completed. Fortunately. each was able to play another 
important role at the end of the project by adding their wisdom and experience to this 
report, 

' 
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The tasks of copy editing and production of the entire document were in the very 
capable bands of Eleanor Andree. 

The new adjustment of the North American Datum spanned an entire decade. During 
this period more than 300 persons committed themselves to the completion of this 
immense task. Unfortunately, the contributions of each employee cannot be acknowJedged 
individually, but this publication is a testimony to their dedication, cooperation. and 
perseverence. 

Charles R. Schwarz 
Rock.ville, Maryland 

January 1989 



FOREWORD 

The redefinition of the horizontal geodetic control network in North America was a 
large project which spanned 12 years, produced a large set of accurately positioned control 
points, and resulted in significant savings to the taxpayer. The savings occurred because 
the project's scope, originally defined to include only those data essential for the re­
definition, was immediately broadened to include the automation, checking, and manage­
ment of all the information then resident in the archives of the National Geodetic Survey. 
Because all data would have had to be automated eventually, a massive economy of scale 
in digitizing, editing, and managing these data was achieved by including all data in the 
automation phase of the NAD project. For example, digitization of narrative information 
(descriptions) associated with control stations would not have been included in the original 
scope of the NAD project. Automation of these data was a major project in itself, and it 
would have been considerably more expensive had it been undertaken as an independent 
effort. These data are now automatically retrievable and fully integrated with the posi­
tional data. 

It is most satisfying to all of us involved with the NAD project that both redefinition 
and total automation have been completed and that this was accomplished in a manner 
quite close to the way we originally intended. By enlarging the scope of the project at its 
outset, we defined a large and ambitious task. It is important to understand that in 1974 
formats for keying the various data were not even defined, let alone the strategy for the 
adjustment, international aspects, introduction of new technologies, and dozens of other 
complicated issues and considerations. The details about how this was accomplished are 
the subject of this report. 

I was named project manager in 1974 and began to hold a series of highly enjoyable 
"NAD staff' meetings. It was in those meetings that most of the fundamental decisions 
were made. These included decisions to make the datum geocentric, to include all the 
existing data in the adjustment (this decision was made almost entirely on economic 
considerations given the earlier decision to convert all the data to computer-readable 
form), to obtain an elevation for every point, to use the originally observed data (ab­
stracts) instead of combined data (summaries), and many others. Major decisions were 
highly consensual with the opinion leaders involved in the project playing their appropriate 
and typically forceful roles. In instances where issues were unclear and polemic, the NAD 
staff resorted to an unstated but implicit rule that, if forced to paper, would read 
something like this: "In the absence of compelling scientific or economic information on 
which to base a decision, we will do what we believe is best in the long term, incorporat­
ing both scientific and economic considerations." Time will tell whether these decisions 
can be considered optimum. Given this process, it is still clear that ultimately one 
individual had to be responsible, and I was that individual. I take full responsibility for all 
the decisions made prior to my relinquishing the project manager position in 1983. The 
project managers who followed me, John Gergen (1983-84) and Libby Wade (1984-86), 
had the task of completing the project. They too had to make many hard decisions right 
up to the project's completion in July 1986. 
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This report is the capstone of the NAD 83 project, a project that is a testimony to the 
perseverance, dedication, and excellence of a large number of Federal employees, both in 
the field and in the office. It is my hope that the search for quality and excellence 
inherent in the N.~D 83 project will continue and flourish in the future. 

John D. Bos.'1,ler 
Columbus, Ohio 

February 1989 



OVERVIEW 

The North American Datum of 1983 (NAD 83) is the third horizontal geodetic datum 
of continental extent in North America. It is intended to replace both the original North 
American Datum and the North American Datum of 1927 (NAD 17) for all purposes. 
Both were established by the lJ, S. Coast and Geodetic Surrey (C&GS), predecessor of 
the National Ocean Service (NOS), 

The establishment of NAD 83 was the result of an international project involving the 
National Geodetic Survey (NGS) of the United States, the Geodetic Survey of Canada 
(GSC), and the Danish Geodetic Institute (responsible for surveying in Greenland). The 
geodetic data in 1\.1exico and Central America \\'ere collected by the Inter American 
Geodetic Survey and validated by the Defense Mapping Agency Hydrograph­
ic/Topographic Center. 

The fundamental task of NAD 83 was a simultaneous least squares adjustment involv~ 
ing t,785,772 observations and 266,436 stations in the United States. Canada, Mexico, 
and Centrat America. Greenland, Hawaii, and the Caribbean islands were connected to 
the datum through Doppler satellite and Very Long Baseline Interferometry {VLBI) 
observations. 

The computations were performed with respect to the ellipsoid of the Geodetic Refer­
ence System of 1980 (GRS 80), recommended by the International Association of 
Geodesy (JAG), 

The parameters of this ellipsoid are 

a - 6378 137 meters (e.actly) 
l/f ~ 298.257 222 IOI (to 12 significant digits) 

The ellipsoid Lo; positioned in such a way as to be geocentric, and lhe orientation is that 
of the Bureau International de l'Heure (BIH) Terrestrial System of 1984 (BTS·84). In 
these respects, NAO 83 is slmllar tO other modern global reference systems, such as the 
World Geodetic System of 1984 (WGS 84) of the U.S. Defense Mapping Agency 
(DMA), 

The BTS-84 system was realized by applying a shift in Z of 4.5 m, a rotation around 
the Z axis of -0.814 .arc seconds, and a scale correction of -0.6 parts per million. to 
Doppler..derived coordinates in the Naval Surface Warfare Center (NSWC) 9Z·2 system. 

Within the United States, the ne\\' datum project was treated as a simultaneous 
adjustment of all data in the horizontal control network. In practice, this meant that NGS 
attempted to validate all data in its holdings, regardless of order, class. purpose, or 
geographic location of the survey, and that all validated data were used in the adjustment 
In Canada, Mexico, Central America, and Greenland, only the framework surveys were 
used, with the intention of fitting lower order surveys Jnto the adjusted framework at a 
later time, 

More than 95 percent of the stations included in the adjustment are within the United 
States. This is partially a result of the difference in approach and partially due to the 
greater amount of survey activity within the United States. 

The NAD readjustment project involved a detailed analysis of crustal deformation in 
those areas of California, Nevada. Alaska, and Hawaii where horizontal crustal motions 
were thought to be significant. Models for these motions \\'ere developed and used to 
replace observed values with estimates of va)ues that would have been observed on 
December 31, 1983. Thus essentially aU historical observations '"'·ere used in the adjust~ 
ment. Significant information concerning crustal motion was gained in the process. 

ix 
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The readjustment project also included the computation of geoid heights and denections 
of the vertical at all 193,241 occupied control points. Most of the deflections were 
computed by the method of astro-gravlmetric )eveling, using approximately 1.4 miJlion 
gravity points and 5,000 observed astro-geodetic deflections. 

Because the chosen reference eJlipsoid is geocenlric and best-fitting only globally. geoid 
heights with respect to NAD 83 are large. However. predicted values for both geoid 
heights and deflections of the vertical were computed and their effects were fully 
accounted for in the computations. 

The mathematical model for the NAO readjustment was the height-oontrolled tbree­
dimensional system. This formulation is fully equivalent to the projection method of 
survey adjustment (with estimated geoid heights and deflections). Furthermore. it is 
conceptually simpler than the classical model for observation equations on the ellipsoid 
and is therefore easier to program for computers. Jt.1ost important. it facilitates the 
combination of terrestrial data with space systems data (such as Doppler positions and 
VLBI position differences) in a straightforward way. 

In addition to the expected latitude and longitude coordinate unknowns, the solution 
included scale factor unknowns for many groups of Electronic Distance Measuring 
Instruments (EDMI). Additional parameters related the ooordinate systems of the terres· 
trial observations. the Doppler data, and the VLBI data io the final coordinate system. 

The t..:.S. portion of NAD 83 contains 258,9S2 stations, classified as follows; 

.c-~~~~~~~~~~~~~~"~~~~~~~~~~~~~~~~~~ 

First order"'"'"'' ................. "' ............. ,,. ............................................................ " ............................ 39,460 
Second order ................................................. ., .......................................................... , ... ,. ............. 95,0i.J 
Third order ............................. "' ............ ,,." .................................................................. , ............. 60.821 
Intersected landmarks.,,............. . ............................................................ , ... 63,234 
unclassified ............... , ........... ,................... . ........................................... ,......................... 454 

These stations were connected by the following inventory of terrestrial data: 

First--ordc! directions .................................................................................................................. 392,426 
Second-order directions ....... ., .......... ,,,, ......................................................... ·····-······---· ............ 467,763 
Third-order directions ................................................. ,. ........... , ....................................... , .......... 400,912 
Fourth--order directions ................................................................................... , ............................ 2i9,989 
Astronontlc azimuths ........................ , .............. " ................................................ ,......................... 4A70 
EDM distances. (lightwave instrumen~) ............ , ............................................. , .................. , ...... 124,328 
ED!vf distances {microwave instruments) ..................................... .,, ........................ .,,,.............. 2:5,642 
Taped distances ............................................. ............................................................................. 38.659 

In the conterminous United States and AJaska there were 655 Doppler position 
observations (with three components each) at 612 stations (some statio:ns were occupied 
more than once). An additional l 1 Doppler position observations at 10 stations were used 
to position the Hawaiian network. 

The adjustment also involved 112 VLBI position difference observations (with three 
components each) involving 45 stations. These observations were taken in 26 groups. 
Initially each group was treated as a separate coordinate system, but in the fmaJ solution 
all the coordinate system unknowns were set equal to a single set of VLBI coordinate 
system parameters. 

At sites whete Doppler or VLBI observations were taken~ it was sometimes necessary to 
relate the reference points of the various observing systems with three-dimensional eccen­
tric ties. There were altogether 45 such ties, 40 accomplished by conventional surveying 
and 5 performed with GPS observations. 

The participating network in Canada consisted of 7,454 stations and 44,347 observa­
tions. These were composed of; 
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Dir<'Ctions ... , . .,................................. ..,., ... ,,." ......................................... , .... , ................. "' ...... 2&.460 
Distances,, ... ,, ....... " ..... " ......................... ,, ..... _ .............. ,, .............. ., .. ., ........................... 10,333 
Azimuths ..... ,. ...... ,,. .. , ............................. " ... ,........... ..................................................................... 398 
Doppler position components ............ ,,,,,,.,,., .. ,,,., ............................... """'''"'"'''"''"''''"'"'''" 726 
Doppler position difference components .. ,, ........................ " .......... ,,"'""""''"""'"""'""....... 4,430 

The participating network in Greenland consisted of about 400 stations and included 
the following observations: 

DQppler satellite and GPS stations ...... .. . ........... , .... , ................... 200 
First-order directions ................... " .......... '""'""' ......... ., ...................... . . ........ , .... ,,,,,,,,,,,,,,,, 883 
Astronomic azimuths ....................... ., ......... ,, .................................... , ... , ........................... ,............... 12 
EDM distances {microwave instruments) ,,, ................................... ., .................................... " ........... 153 
Taped dis.tances .............................................. .......................................... .................................. 11 

There exist survey ties between Canada and the northwest coast of Greenland. How­
ever, these belong to the second~rder network in Canada and did not participate Jn the 
fundamental adjustment. Therefore, the Greenland networks are brought into NAD 83 
only through tbe Doppler and GPS observations. 

The horizontal survey network in ~fexico, Central America, and the Caribbean islands, 
exclusive of Puerto Rico and the U.S. Virgin Islands, consisted of J,884 stations estab­
lished by first-·order triangulation and traverse methods. Observations among these stations: 
included 9,970 directions, 82 Laplace azimuths, 55 base lines (Invar and Geodimetcr) and 
4,000 km of traverse. These observations were transferred to !\JGS, where they were 
revalidated and merged into the ~GS data base. They were thereafter treated as part of 
the U.S. network. 

The least squares adjustment generated a system of 928,735 simultaneous linear normal 
equations in 928,735 unknowns. Fortunately, the coefficients of these equations were 
extremely sparse, so that an exact solution of this very large system was feasible. The 
formation and solution of these equations were partitioned according to the Helmert 
blocking method. NGS divided the continental U.S. network into 161 first-level blocks 
(plus two bloc.ks for Hawaii). These were combined according to a binary strategy, 
resulting in a total of 321 blocks. Interior unknowns were eliminated at each level, leaving 
junction points along the U.S.-Canada border. 

The Geodetic Survey of Canada processed its data according to a similar scheme, 
partitioning the Canadian primary framework into 17 blocks of terrestrial data and 3 
blocks of GPS and Doppler data. Interior unknowns were eliminated, leaving a block of 
953 junction unknowns along the U.S.-Canada border. 

At the end, reduced normal equations generated from the t;.S. and Canadian data sets 
were combined and the combined equations were then solved for the coordinates of the 
junction points. These computations were carried out in parallel by both NGS and GSC, 
each as a check on the other. 

Jn the United States the computations were carried out on an IBM 3081 computer, 
using an automated system of computation, scheduling, and data management. The 
specialized software for this purpose was written by NGS programmers in the PL/ 1 
language, 

The iterative solution process was carried through three cycles of linearization to ensure 
convergence. Small data corrections were also allowed after the first and second solutions. 
The three cycles of !inearization and solution required more than 940 hours of computer 
CPU time {IBM 3081). By the last solution, after all data problems had been resolved, 
the entire cycle could be accomplished in 3 to 4 weeks. 

xi 
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The datum shifts between NAD 27 and NAD 83, as shown in figures 21.l through 
21.8~ can be as large as 100 m. This change is large enough that it must be oonsidered in 
most applications using coordinates. It is detectable on large scale maps and charts. such 
as the NOS series of harbor and small craft charts and the 1:24,000 scale maps of the 
U.S. primary topographic mapping program. 

The differences in coordinates have both smooth and random components. The part of 
the coordinate change which is due to a change of reference el!ipgoid ls systematic and 
smooth, whlle the part which arises from the removal of the distortions in NAD 27 ls 
random and unpredictable. The latter part can amount to more than 15 OL It is the 
presence of this random component which means that the coordinate differences cannot be 
predicted or exactly represented by mathematical formulas, Instead, they must be repre­
sented by tables or graphs. 

When the project began, almost no data were in machine..readable form. Furthermore, 
the survey data had been acquired over a period of 150 years and were stored in a variety 
of hard copy formats. The initial tasks invo1ved finding the old data, assessing the 
usefulness of each survey project, placing all data in machine-readable form, and validat­
ing the entire data set. To manage the data NGS constructed a Geodetic Data Base 
Management System. This was the major tool for merging different data types, for 
providing a single consistent view of all data. and for providing global seamJess access to 
the data, The geodetic data base environment also provided many o[ the validation tools. 
All relevant data were loaded into the geodetic data base before the actual adjustment 
began. 

Validation of the data set took place in three major stages. First, each of the 
approximately 5,000 survey projects was adjusted as an independent entit}'- Each of these 
was a mini1num constraint adjustment. The purpose of these adjustments was (1) to ensure 
that the observations necessary to connect all the stations in the network were present, and 
(2) to detect keying and other blunders which would manifest themselves as large 
residuals. The coordinates resulting from these adjustments were not used. Several hun­
dred projects were dropped and several hundred others were added during project 
validation, resulting in a data set of 4,997 projects. 

The second stage was block validation. The data set was rearranged into 843 geographic 
blocks of 300 to 500 stations each. The block boundaries were drav.·n without respect to 
project boundaries, and as a result many observations crossed block boundaries. Each 
block was adjusted as a separate entity, with the same purposes as the project validation 
adjustments. 

The third and last stage of validatlon was the continental adjustment itself. The first 
linearization and solution established that the normal equations could be solved and that 
the network therefore was properly connected. A few remaining data problems, mostly 
involving observations that crossed block boundaries, stil1 had to be resol\•ed at this point 

The data set which was validated included observations to azimuth marks and reference 
objects, since prior to validation it was not known which of these marks could be 
positioned and thereby become part of the fundamental network. The "'alidated data set 
contained approximately 2.5 million observations, of which 1.7 million participated in the 
fundamental adjustment. 

After completion of the adjustment, the new coordinates were loaded back into the 
geodetic data base, This is now the basis for computer-assisted publication of the new 
coordinates, which are being provJded to users in a variety of formats and media. 

The NAO 83 proje<:t extended from July l, 1974, to July 31, 1986. During these 12 
years it was the largest single project at NGS, The cost to NGS was approximately $37 
million. or this, the largest single cost was the building of the data base, which included 
keying and extensive validation of archival data, New surveys and their processing 
accounted for 1ess than 25 percent and the actual Helmert block adjustment computations 
accounted for less than 10 percent of the total cost. 
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I 

l. EARLY HISTORY AND FORMULATION 
OF THE PROJECT 

I.I THE IDEA OF A NEW ADJUSTMENT 

The idea of performing a general adjustment of the 
horizontal control networks in North .Ai.merica began as 
an increasing awareness of the inadequacies of the 
existing North America Datum of l 927 (NAD 27). 
These inadequacies were ascribed to several causes, 
rooted both in tbe sparsity of the data used Jn the 
1927 adjustment and in the way the net\.vork bad 
grown since then. 

The network became inadequate because it was 
weak in relation to the increasing demands that were 
placed upon it. The weaknesses became apparent in 
several ways. Surveyors were buying accurate elec­
tronic distance measuring (EDM) equipment and find­
ing unexplainable discrepancies between tbe existing 
control network and the distances measured by their 
new instruments, Missile ranges and sateJlite tracking 
systems demanded their own independent surveys. The 
geodesists of the National Geodetic Survey ex per~ 
ienced increasing difficulty ln fitting new urban s-ur­
veys into the existing N,Ai.D 27 system. 

By the late 1960s it was widely recognized that the 
existing datum could not be easily repaired and that a 
new net~-ork adjustment was required. In 1967, as a 
means of obtaining support for the idea of a new 
adjustment, Capt Leonard S. Baker, Chief of the 
Geodesy Division, sent questionnaires seeking the opin· 
ion of other PedcraJ agencies, the private sector. and 
the academic community. This step was followe<i in 
1968 with a seminar which allowed invited representa· 
tivcs of these groups an opportunity to discuss the 
issues. Geodesists in the United States discussed the 
need for a new datum with their counterparts in 
Canada, who were experiencing similar difficulties 
with the old system (Whitten and Burroughs, 1969). 
There was soon widespread agreement that a <:ontinen­
tal readjustnient was needed. 

Details of how such a continental readjustment 
might be carried out were not set .at that time, but it 
was clear that it would be a major project, beyond the 
capabilities of the ongoing network maintenance pro­
gram. A budget enhancement, as well as significant 
reprogramming of existing activities, was needed. Dr. 
Charles Whitten had recently been appointed U.S. 
Chief Geodesist, and was in a position to propose a 
major project. Therefore, he and others prepa~ a 
series of proposals and issue papers requesting budget 
authority to embark on this projea. 

Capt. Baker initiated the request from the Envi­
ronmental Science Services Administration (predeces­
sor to NOAA) to the National Academy of Sciences 
(NAS) for advice concerning the benefits of a new 
adjustment. A special study group (National ,>\cademy 

of Sciences/National Academy of Engineering, lifil) 
reviewed the need for a new adjustment and provided 
the endorsement of an independent agency, FurtherM 
more, the report v.11s prepared by a panel with strong 
representation from the academic and engineering 
communities and therefore credibly expressed the 
needs of the users of the geodetic control neh\'Orks. 

By the time the NAS report was issued, the general 
outlines of the project were taking form. For instance, 

I. The readjustment was to he continental in exM 
tent, making it necessarily international in scope, 

2. The objective was to provide an entirely new set 
of horizontal coordinates, completel)' replacing 
NAD 27 for all points and for all surveying, 
mapping, and engineering purposes, 

3. The old survey data were still valid and would 
be used. Some new surveys would also be per­
formed and new data sources would play an 
important role. 

4. The new datum would make use of the data 
produced by the significant inve$tments being 
made in satellite geodesy and would be consis­
tent with the satellite systems of the future. 

5. The new datum should be a part of a world 
geodetic system, using a gecx."'entric brcst fitting 
ellipsoid as a reference surface, 

6. The determination of geoid heights and deflec· 
tions of the vertical should be a part of the 
project. 

Some aspects of the project described in the N.>\S 
report were later modified. For instance, 

l. The original plan called for the completion of 
the Norlh AmeriQ!n Densification Project of the 
Satellite Triangulation Program (also called the 
BC-4 program). By 1973, the BC-4 data source 
was replaced by the rapidly accumulating set of 
more accurate surveys base<i on Doppler sat­
elhte tracking. 

2. The original plan placed great emphasis on the 
Transcontinental Traverse surve)'$. Some geoch.~ .. 
sists felt that this implied a hierarchical ap­
proach, in which the Transcontinental Traverse 
would be adjusted by itself, as a kind of "super 
first-order" or .. zero-order" control. First-order 
networks would then be adjusted to the traverse, 
and &econd-order surveys would be adjusted io 
the first-order points. A competing concept was 
the simultaneous adjustment of all data, in 
which each observation would be used according 
to its individual weight. The NAS report was 
actuaUy silent on this point, but the latter conM 
cept was eventually selected as the most effec­
tive way of accomplishing the final objective&. 
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The findings expressed in a secor.d influential docu­
ment; "Report of the Federal Mapping Task Force on 
!\.lapping, Charting, Geodesy and Surveying'"' (Offi<:-e 
of Management and Budget, 1973), agreed that a new 
adjustment 1,1-'as necessary, although not endorsing the 
C&GS proposed approach, J\.1oreover, the report stat­
ed, "10 years is too long to wait" and proposed instead 
an accelerated 5 year program using a hierarchical 
approach. By 1973 the effectiveness and efficiency of 
the Doppler method of satellite geodesy had become 
clear, The OMB report ignored the BC-4 data and 
recommended instead using Dopp1er surveys, 

1.2 FUNDING THE NEW AllJUSTME~ 

As often happens, there 1,1-·ere several different es­
tim;:it-es of what the new adjustntent of the "'.'Jorth 
;\merican Datum might cost The 197; National 
Academy of Sciences report described the follo\\·ing 
incremental costs: 

Satel!;tc triangulatrJn \SC·4) """ 
Transczm':inent:d Geooimeter traverse .. 
Ccnventio11al base lines and azin;urh> 
Computations, analy,.is, and zdJlli.t;nent 

Total 

($\1:) 
R 7 
3.9 
1.3 
5.0 

"' 
The satellite triang1Jlation portion dominated this 

budget because the completion of the BC4 program 
would require the purchase and launch of a new bal­
loon satellite (Echo l and Echo II were no longer 
usable). The office task of building the data base from 
existing observations was not listed, even though it was 
estimated that 200 staff-years would be required for 
the preparation and re-evaluation of about 2 m:Uion 
old field observations. ;\pparently this cost was consid­
ered to be part of the ongoing base program of net­
\lo"Ork maintenan~e, and therefore not an incremental 
<CSL 

By 1973 the C&GS proposal included the use of 
Doppler satellite surveying instead of extending the 
BC-4 satellite triangulation program. This significantly 
reduced the overall costs. The 1973 0~1B report re­
flected this decision. Il described a program with a 
total cost of about $10.8 million, of which $8,8 million 
would be spent in the firs! 5 years. This budget \11as 

also dominated by the cost of field work. The cost of 
computations, analysis, and adjustment was reduced to 
$4 million. There was no consideration of the incre­
mental cost of building a computer-readable data base. 

The new adjustment finally appeared in the NGS 
budget for fiscal year 1975, which actually began July 
l, 1974. This is taken as the official beginning of the 
new adjustment project, although NGS had been en­
gaged in preparatiQn for several years, The F'{ 75 
budget contained an increase of Sl.5 million per year 
to the national geodetic control network program. This 
increase was to continue for 5 years and be supplemen· 
ted by $1.7 million per year of rep;ograrnmed funds, 
for a total program cost of Sl5.7 million. NOAA 
management reduced the funding increase to $750,000 
per year and extended the program out to 8 years. 

With the commencement nf the project, John D, 
Be&i;ler was appointed project manager by the NGS 
Director. He continued to be involved with the project 
as he later occupied successively more responsible pcsi~ 
tions as Deputy Director of NGS, Director of :'.'l"GS, 
and finally as Director of the Offiee of Charting and 
Geodetic Se-rvices, the parent organization of NGS. 
He was suc-weded in the position of project manager 
by John G. Gergen and Elizabeth 8, Wi!de. 

Based on the 8-year program, more detailed project 
plans were prepared. These projected that the com· 
putation> would be completed by late I982, with the 
publication of the results scheduled for l9S3 (Bossler, 
1978). It was therefore agreed that the new datum 
would be called the Nortb American Datum of 1983 
(NAD 83). This decision was officially announced Jn 
the Federal Register of June 29, 1979 (Office of 
Federal Register, 1979). By that time completion was 
"expected ln 1983-84, with publication of the results to 
take another 12 months." 

With the official beginning. more attention was giv~ 
en to the office task.s of building and validating the 
data base and carrying out the actual adjustment com­
putations, These tasks involved new activities. Jt was 
difficult to estimate their costs because there was very 
little applicable- experience on which to build. How­
ever, it quickly became apparent that the office costs 
would be substantial and might ~·ell dominate the 
project. 

By 1978 the cost of the project in the United States 
was estimated at $20,7 million, including both new and 
reprogrammed funds (Bossler, 1978), The Tran.o.cont!~ 
nental Traverse was completed, but the amount of 
additional field work was reduced. 

Table l .1 contains an early estimate describing the 
costs of the office work based on the number of points 
i;urveycd. Since the net~·ork was estimated to wntain 
250.000 points, this estimate projected a cost of $23 
million fur office costs alone. 

TABLE 1.1.~Estimated r.ei+' adjustment costs pet 
point 

Task 

Dina preparation, ileying of <:bserv~\x>n$. 
and project :eve! validation 

Keying and validation oJ de~criptJ;in 
BlQCl vaiirlatiun . 
1-:ielmcrl blockh1g adju~tmtnt 

Labor Cornp1<ter 
($) {$) 

25 15 
10 1 

"' l ' 

'[he picture of the true costs of the :new adjustment 
emerges ln the above table. The Helmert block adjust~ 
ment itself was a minor cost The real cost was in 
forn1ing and validating the data base, primarily the 
labor of the analysts who prepared the d;:ita and re­
so!\'ed the many data problems that arose. 

Over the years the :"lew Datum Project was delayed 
and extended for a variety of reasons. Although there 
were many follow-on and implementation activities, the 
official end of the project came with the last itCTation 
of the solution on July 31, 1986. By then the project 
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bad actually lasted J 1 years. Table L2 re11ects the 
costs of the new adjustment in the l]nited States. By 
the end of project. about 75 pcr\;ent of tbe total had 
been spent for office activities. The allocation of office 
costs, as projected in table l.J, turned out to be quite 
accurate. 

TABLE J,2,~.l\f.4.D 83 costs by fiscal year 

1975"" 
1976 ......................... , . 
1976 T 1 .. 
J 977 .. 
1978. 
J979 .. 
1980 ... -
1981 ............. -.. '"' .. 
:987.. 
1983 .. 
1984. '"' .. ,,,,., ................................... . 
:if85. 
1986 . 

1 A )·month l.!an&itional fiscal year. 
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3,40"7 
J,558 

720 
J.Uio 
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2. NORTH AMERICAN DATUM OF 1927 

2.1 THE "IEE:D FOR A NEW DATUM 

Prior to 1927 the horizontal reference system or the 
United States was the original North American Da· 
tum. This was essentially an extension and renaming of 
the l1-S. Standard Datum, which j5 described in Spe­
cial Publlcatfon 19 {Bowie. 1914). On some charts, 
particularly those of the Great Lakes, this was referred 
to as the North American Datum of 1902. 

Within a few years of the adoption of the original 
datum, the same problem..., were arising that wo1.1ld 
arise again in l 969. As stated at the time: 

The (original] geodetic datum was adopted 
when the triangulation system consisted of a 
meager skeleton joining the arc near the At~ 
]antic coast to that near the Pacific coast As 
this mere outline was suppiemented by new 
work, the discrepancies ln the closures of 
loops were adjusted into the new arcs. the 
part already adjusted being held fixed .. 
.>\s the country became more divided up by 
many closed arcs of triangulation, this meth~ 
od of adjustment became more and more 
objectionable because often comparatively 
short arcs were for<..-ed to abS-Orb loop closures 
that were out of al! proportion to tbelr 
lengths, and as a result the corrections that 
had to be applied to them were unduly large. 
(Adams, t930a) 

Furthermore, the final arcs for the framework in the 
western part of the country had been completed in 
1926. Most new work would consL~t of filling in the 
framework. This was an appropriate time for a general 
adjustment of the entire network. 

2.2 NAMING THE NE:W DATUM 

The coordinates resulting from the adjustment of 
the western half of the network were publi~hed in a 
series of hardcuver reports, one for each state. In the 
first of these state reports we find what appears to be 
the first use of the phrase "North American Datum of 
1927': 

The date is appended to the name of the new 
datum to distinguish it from the old North 
American Datum. . " Only positions on the 
North American datum of 1927 should be 
used hereinafter. , .. (Adams, J 930b) 

2.3 THE: 1927 DATUM PARAMF.TERS 

In the l 927 readjustment one station was held in 
position. This station, MEADES RANCH, was as­
signed the same position that it bad In the original 
North American Datum. The following reasoning was 
given: 

:\fier a careful analysis of the agreements 
and disagreements of the geodetic and a&· 
tronomic longitudes and latitudes al many 
stations of the existing triangulation, the late 
Dr. John F. Hayford, then in charge of the 
geodetic ~ork of lhe United States, selected 
a longitude and latitude for a triangulation 
station called MEADES RANCH, in Kansas 
near the geographical center of the United 
States. The coordinates thus selected ap­
proached the ideal datum which would male 
the sum of the squares: of the differences 
between the astronomic and the geodetic lati­
tudes and longitudc:s a minimum .... (Bowie, 
1928) 

Furthermore, 

In selecting a datum for the United States 
Hayford decided that the Clarke spheroid of 
1866, as expressed in meters, which had been 
used for many years by the U.S, Coast and 
Geodetic Survey for its triangulation, was the 
most practicable one for the new datum_ 
{Bowle, 1928) 

Also., 

The orientation in the new adjustment is con­
trolled by the various Laplace azimuths dis· 
tributed through the network of arcs. The 
p<Jsition of MEADES RANC'H, together with 
the Laplace azimuths included in the arcs, 
serve to define the North t\merican Datum 
of 1927. (Adams, 1930b) 

2.4 THE MEIBOD OF COMP"L"fATI0"1 

The task of carrying out the computation was as· 
signed to Os:.:;ar S" Adams. fie wrote Special Pub/ico­
rion 159, which described the computations for the 
western half of the country. Details of the computa­
tional aspects for the adjustment of the eastern half 
were described in various reports but never in as 
complete a fonn as that for the western half. The 
entire process occupied 5 years from 1927 to 1932. 
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A true simultaneous least squares adjustment of the 
entire network was far beyond the computational capa­
bilities available in 1927. The network was therefore 
partitioned, The western half was adjusted first, since 
that pan contained the most recent surveys and the 
work most in need of readjustment The eastern half 
(without the eastern seaboard network} was adjusted 
later. All the contr-01 points on the 98th meridian arc 
were held fixed at their values from the western half 
adjustment Figure 4.2 shows the survey network used 
in the 1927 adjustment. 

Adams estimated that a true least squares adjust­
ment -Of just the western region would still requlre the 
solution of more than 3,000 simultaneous linear equa­
tions, This was considered to be possible, but it would 
require much more work than could be justified ec­
onomically. 

An economically feasible method for making the 
adjustment was worked out by Dr. William Bowie~ 
then chief of the Divis.ion of Geodesy. By the Bowie 
method the network is adjusted by analogy with level 
networks. Junction figures. consisting of the survey 
figures where arcs of triangulation intersect, are treat­
ed as single junction points, Arcs of triangulation be· 
tween the junction figures play the role of sections. 
The misclosures of latitude and longitude around a 
loop are computed and distributed in much that same 
way that elevation misclosures are distributed in an 
adjustment of leveling. Figure 2.1 shows how the a.res 
of triangulation were arranged as loops. 

' ' 

i 
·' 

! I .~ .---.,.--,. 
i ·"'*·~~~~ L-. .. 

'"'---~---~ 

The step-by-step instructions for the Bowle method 

ate as follows; 

1. Identify the junction figures, In general all the 
survey work at the junction between arcs is 
included in such a way that an arc of triangula­
tion connoots to the junction figure only along a 
single line, involving only two points. However, 
it is also necessary that each junction figure 
include at least one az.imuth and at least one 
distance. It may be necessary to extend the 
junction figure oomewbat out along an arc in 
order to include a measured azimuth and a 
measured distance. Jf this cannot be reasonably 
done, then an azimuth and/or distance is com~ 
puted from measurements in the surrounding 
arcs and these computed quantities may be 
treated as observations. Figure 2.2 shows an 
example of a junction figure. 

2. Perform a free adjustment of each junction fig:· 
ure, without regard to surrounding work. In gen-­
eral, it is expected that this adjustment will be 
done by oondition equations, so that no fixed 
point i!I needed. However, it is important that 
the best available value for the longitude of 
astronomic points should be used so that the 
Lap!ace correction to the astronomic azimuths 
will be o;.;orrcct. Compute the length and azimuth 
at each line where the junction figure connects 
to an arc of triangulation. 

~ 
., 

' 
c 

" 
c 

" 
' 'I 

' I 

Figure :.t 1. Adjustment closures for the North American Datum of 1927. 
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Iii_, 

.Figure 2.2. Simple junction of two arcs of 
triangulation. 

3, Adjust the sections of arcs between figures. In 
these adjustments fix the length and azimuth of 
each line where the section connects to a junc~ 
iion figure, using the values from the previous 
step. There will thus be at least one length and 
one azimuth condition for each section, with an 
additional condition for each distance or azi­
muth observation. It is expected that this adjust­
ment wiU also be done by condition equations. 
The best available longitudes wiU be needed for 
the Laplace corrections at astronomic stations. 
From this adjustntent compute the differences. in 
latitude and longitude between one of the poinTh 
on the beginning line and one of the points on 
the ending line of the se<:tiQn. 

4. The computed differences: in latitude and Jon. 
gitude for each section are used as observations 
in the junction point adjustment. Adams per~ 
formed this adjustment by observation equa­
tion~ so that the values of the unknown param· 
eters were obtained directly. In this. adjustment 
each junction figure is held fixed in shape and 
allowed to move only in latitude and longitude. 
l'hese coordinate corrections were the unknown 
parameters 

5, Recompute the corrections to latitude and Jon· 
gitude for all points within each junction figure, 
accounting for the changes in Laplace azimuths: 
arising from the changes in coordinates, 

6, RC\:ompute the coordinates of points within each 
section, holding fixed the coordinates of the 
poinL~ in the junction figures, 

l.5 THE NAD 27 NETWORK ADJUSTMENT 

The network adjustment involved the quantities 
shown in table 2.1. Each section generate<l a latitude 
and longitude observation and each junction figure bad 
a latitude and a longitude unknown. Thus the adjust­
ment of the western half involved 84 observations in 
52 unknowns, The observations were w·eighted accord­
ing to the length of the section. How·ever, the "ob­
served,. latitude and longitude differences for a section 
were treated as statistically independent quantities; no 
covariances between latitude and longitude differences 
were considered, Under these conditions, the adjust­
ment simplifies into separate adjustments for the lati­
tude and longitude corrections. Thus Adams describes 
the rolution llS two separate sets of 26 simultaneous 
equations in 26 unknowns. 

TABLE 2.1.-Quantfties used in the NAD 27 
adjustment 

s,~ Azi. June 
lines muth~ tioru Sect inns LOO!" 

Western half .. 50 74 26 " 16 
Eastern half ,..,_,., 61 IOI " " " 
l.6 SHORTCOMlNGs OF THE NAD 27 NETWORK 

ADJUSTMENT 

The Bowie method produces an approximate least 
squares adjustment This may be seen clearly from the 
following instructions. which describe the Bowie meth· 
od as a modified Helmert block adjustment: 

l. Perform a goographic partitioning of the n-et­
work. l'o di) this place a point somewhere in the 
interior of each junction figure (it doesn't mat­
ter where). Place a point somewhere ln the inte· 
rior of each loop, and connect each such point 
with the point$ in the junction figures around 
thal loop. For each junction figure on the out­
side boundary of the network, also connect the 
junction figure p-0int to the neat line of the map. 
The lines just drawn partition the map into 
exactly as many regions as there are section.~ in 
the netwQrk. 

2. Identify the junction points according to the 
rules oI chapter t 3. If all the points which were 
part of junction figures in the Bowie method are 
not altead}' junction points,. make them special 
junction points. AU the poinu; which belonged to 
sections in the Bowie method will then be inte· 
rior points. In figure 2.2, points 4 and 6 will be 
junction points for block TV. 

3 Devise a Helmert blocking strategy with only 
two levels. All the interior points in all the 
sections are eliminated at the first level; all the 
partial reduced normal equations are combined 
and atl the junction point coordinates are solved 
for at the second level. 
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4. Perform a free adjustment of the junction fig­
ures, as in the Bowie method. All base lines and 
azimuths are held fixed and all directions are 
equally weighted. Use the 1'%--ulting coordinates 
as approximate coordinates in the network ad­
justment. 

5. Begin the Helmert block adjustment. Jn the 
partial reduced normal eq_uations that are passed 
forward from each block, ignore a1l off-diagonal 
terms that relate a latitude to a longitude un­
known. 

6. In the highest level block, solving for the coordi­
nates of all the Junction points, add the con­
straints that all stations of a junction figure 
must take on the same corrections to the ap· 
proximate values of the latitude and longitude. 
These constraints may be used to reduce the 
number of unknowns to one latitude and one 
longitude for each junction figure. If the con­
straints arc handled this way, the set of reduced 
normal equations obtained is exactly the set that 
w-0uld be obtained in the Bowle method. 

The approximations enter the solution explicitly in 
steps S and 6. The exact numerical effect of these 
approximations. on the NAD 27 adjustment has not 
been computed. It has been speculated that if the 
observations used in l 927 were recomputed by present 
day practices, the positions would differ by 0.01 arc 
second at the most. 

There were other approximations in the adjustment 
method. For instance, the coefficients of the various 
(:()ndition equations \Vere computed only approximate­
ly. 

The larger difficulties with the NAO 27 adjustment 
are those discussed in chapter 3. There was no geoid 
model, the network contained an insufficient number 
of base tines and azimuths, and the loops especially 
were much too large. 

Adams, writing at the compfetion of the western 
half of the NAD 27 adjustment, said: .. The whole 
network has therefore been fitted together in a rigid 
system without undue straio in any of its parts. Any 
short arc that may be observed in the future between 
sections of this framework should fit into the general 
scheme with comparatively small closure ln position." 
(Adams, 1930: p. JJ) 

This statement was certainly true. but even those 
small closures were greater than could be lolerated by 
the increased demands tbat were being place upon the 
net\\•ork by 1969. when the need for another adjust· 
ment became clear. 
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3. THE NEED FOR A NEW ADJUSTMENT 

A new adjustment of the North American Datum 
was necessary as users realized that existing NAO 27 
coordinates were inadequate to meet many of the de­
mands placed on them. These demands were varied, 
and so were the ways in which the weaknesses of the 
NAO 27 were noticed. Modern surveying methods 
were demanding a network in which the relative co­
ordinates of points were reliably known to at least one 
part in 100,000. Some applications required even 
greater accuracy. The relative coordinates in the NAO 
27 system, however, were sometimes in error by as 
much as one part in 15,000. Errors and distortions in 
the system, which occurred in unpredictable places 
and in unpredictable ways, left many of the coordi­
nates unreliable. Fixing the errors that had been dis­
covered so far would not be sufficient. Furthermore, it 
was known that errors affected the relative coordinates 
of widely separated as well as nearby points. Obvi­
ously, all data needed to be readjusted in a consistent 
way. 

3.1 ACCURACY OF THE NAD 27 SYSTEM 

The first-order surveys that were adjusted in 1927 
were designed to produce accuracies of at least 1 part 
in 25,000. This number described the maximum propa­
gation of scale error between base lines. It also de­
scribed the maximum propagation of position error 
between stations. It was understood somewhat loosely 
to describe the uncertainty of the relative coordinates 
of pairs of points. There were indications that this 
accuracy specification was not always met. 

3.2 CAUSES OF INCONSISTENCIES IN THE 
NAD 27 SYSTEM 

The inconsistencies in the NAO 27 coordinates were 
ascribed to several reasons: The major cause was the 
fact that the network grew without readjustment. Oth­
er causes included the sparsity of data used in the 
1927 adjustment, the computational procedure used to 
carry out the adjustment, and the effects of earth­
quakes and other forms of crustal motion upon the 
network. 

3.2.1 Lack of Simultaneous Adjustment 
The main cause of distortion was the manner in 

which the network had grown (Whitten, 1958). The 
network in 1927 provided a framework, consisting 
mostly of very large loops. Most surveys since 1927 
had provided densification of control within those 
loops. To illustrate, suppose that loop ABCOA in fig­
ure 3.1 was one of the large loops in the NAO 27 
adjustment. Suppose that a new chain of triangulation 
EFIGH is now established. This new chain must be 

adjusted into the ex1st1ng network by holding the 
points E,F,G, and H fixed. The problem is that hold­
ing fixed these relative coordinates is unwarranted. 
Point G is not perfectly known relative to point E. In 
fact, the uncertainty of their relative coordinates in the 
existing system must be computed by considering the 
distance EBCG through the network, rather than the 
direct distance EG. When this is done, it may well be 
found that the existing relative coordinates are even 
less accurate than those produced by the new survey. 
Yet the former coordinates are held fixed as the new 
survey is fitted to the old control network. 

Figure 3.1. Growth of the network and error 
propagation. 

Throughout the period of growth of the networks it 
was the practice to perform new surveys such as 
EFIGH to first-order specifications, with the intention 
of fitting the new survey into the existing network and 
producing first-order results. Sometimes this worked 
well and other times it did not. In the latter case there 
would be a large discrepancy between the relative 
positions of points at the two ends as computed from 
the existing coordinates and as computed through the 
new survey. Since the existing coordinates could not 
easily be changed, the most common practice was to 
distribute this discrepancy through the new survey. 
This often caused tbe residuals to the observations in 
the new survey to be large and systematic in nature. 

The computational tools and resources needed to 
compute the true accuracies of the adjusted coordi­
nates were not available during this period. In modern 
terms, the adjustment of the new survey is seen to be 
sub-optimal because there are unestimated parameters 
(the coordinates of fixed control points). A proper 
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computation of er:ror propagalion would take account 
of the C(IVariance matrix of these unestimated param­
eters. 

The problem was compounded with the repetition of 
the dcnsificatton process. For instance, a traverse 
might be run from I to J. In the adjustment of this 
traverse both points \\·ould be held fixed. The error in 
the existing coordinates of points I and J would be 
unknown because no proper error analysis had been 
done. '\\'hatever its size, the entire error would be 
absorbed by the adjustment of the new survey. 

The problem, then, was that the concept of a hierar­
chy of surveys, consisting of a framework network that 
is ffl!ed in by a series of densific.ation surveys, is not 
really viable. lts error propagation properties are large­
ly unknown. What is known, both fro1n experience and 
from modern methods of error analysis, is that the 
network can produce unexpectedly large errors in un­
expected places. 

The Coast and Geodetic Survey responded to this 
problem in two ways First, to lessen the magnitude of 
the distortion, the minimum standard of accuracy for 
first-order triangulation was r.tised to 1 part in 50,000 
(\\'bitten, l 958). This increased accuracy o: course 
also increased the cost of the surveys. Second, when 
the misclosure was too large, the fixed end points 
.,.,·ould be relaxed and a portion of the existing network 
would be readjusted. This \vas done at the cost of the 
coniu$ion caused when readjtuted coordinates were is­
sued for previously published points in the netv.·orlc 

3.2.2 Lack of Data 
.>\Ii of the observations used in the 1927 adjustment 

and th();)e added since then were considered to be still 
valid in 1983. However, the data set lacked an ade­
quate number of base lines and azimuths, since these 
observations were the most difficult to obtain. There.. 
fore, the plan fo: establishing NAD 83 included the 
observation of a number of new base lines and 
azimuths, as described in chapter 7. 

Two other areas suffered from lacl of data in the 
1927 system, Survey observations from the i\tlantic 
seaboard were not included. fn Alaska, the survey 
observations were connected tu the national net.,.,·ork by 
only a single arc of triangulation along the Alaska 
Highway, providing only marginally adequate position 
control for the region. 

3.2.3 Crustal Motion 
Son:e area5, notably California and Alaska, had 

experienced earthqual:es and other forms of crustal 
motion, such as creep along geologic faults. The earlier 
coordinates in these areas were no longer valid. 1\l­
though some surveys .had been performed to determine 
the rnagnitude and extent of the crustal motion, no 
consistent set of currently \laHd coordinates existed, 

3.2.4 Method of Adjustment 
The 1927 adjustment had been pe:formed a.:cording 

to "The Bowie Method of Triangulation Adjustment." 
This w;;.s an approximate method, not a true least 
squares method_ It was selected because of the limited 
computing means available, Chapter 2 discusses the 
relation between the Bowie method and HeJmert block­
ing. The numerical effect5 of the approximations in the 
adjustment method are difficult to compute, but these 
approximations were never identified as a major cause 
of error in the 1927 adjust1nent 

It is also known that the 1927 adjustment was 
performed in two parts. The western lJnited States was 
adjusted first, h0lding only MEADES RANCH fixed. 
The eastern half was then fitted to the western half, 
holding fixed all the junction points along the 98th 
meridian, Although an approximation, this is not 
thought to be a significant source of error, 

1\t least one apparent oversight occurred in the 
1927 adjustmenL Shortly after the eastern portion of 
the adjustment was completed, and before the results 
were published. it ~·as discovered that the position of a 
station of the lJ.S.-Canada boundary survey in north­
ern ~fichigan had not been held fixed as originally 
intended. The discrepancy amounted to appro.-.imately 
IO rn in latitude. A portion of the network in \.fin­
nesota, Wisconsin. and Michigan was later readjusted 
to resolve this discrepancy. Although the major part of 
this discrepancy was corrected, small effects still ex· 
istcd throughout the network. 

Another shortcoming of the 1927 adjustment was 
that it was done according to the development method, 
rather than the projection method. In general, values 
for geoid heights and deflections. of the vertical were 
not known, Distances were therefore reduced to the 
gcoid, not to the ellipsoid. Angles were not curre-cted 
for deflections. The neglect of geoid heights is known 
to lead to regional distortions. The datum origin 
(ME.t\DES RANCH) v;as chosen in such a 'Nay that 
the geoid heights with respect to NAO 27 were small, 
making lhe distortions also small, ·rhey were, neverthe­
less, systematic. l'he g_eoid heights tended to have little 
effect on the relative position of nearby points, but 
instead caused errors in the relative positions of points 
separated by hundreds nr thousands of kilometers_ 

3.3 OTHER 11\iADEQUACIES OF l'iAD 27 

In addition to known and suspected distortions, the 
NAD 27 datum was inadequate because c-0ntrol points 
.,.,·ere too far away from where they would be 11sed. 
fl.1ore densification was needed, especially in areas of 
economic development where engineering surveys were 
being performed, The 1971 ~1\S report discussed 
guidelines for densificat:on. The 1973 OMB report 
recommended that the new adjustment project include 
10,.500 mlles of new triangulation arcs and traverses. 
This was eventually sc2led back to the amount de­
scribed in chapter 7. 
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J.4 EFFECTS OF THI: DISTORTIONS 

The distortions and inconsistencies in the NAD 27 
system were felt in a variety of ways. Perhaps the 
most serious was that the control network rould no 
longer fulfill its pri;;,ary role of serving to control local 
surveys. Most local surveyors had been in the habit of 
using the control network as a standard_ They ,,.,·ould 
begin and end surveys at control points. Any mis· 
closure was ascribed to the ne·w survey, By the 1960s 
surveyors ,,.,·ere experiencing more and n)Ore difficulty 
with this concepL Misclosu.res a.s large as I m in 15 
km were occasionally found_ 

Many surveyors in this period v.'ere buying and 
using mo:-e a;;vurate instruments, especially EDM, and 
mlsc!osures of 1:15.000 could not be credibly ascribed 
to instruments or surveying practices. Confidence in 
the netv.'ork eroded. Some surveyo:s refused to distort 
their work to fit lhe published data. As a result, a 
grent deal of excellent SUf\'eying work, often referen­
ced only to a local datum, was excluded from the 
national net1,1,•ork. Other surveyors revised the pub­
lished coordinates to agree with their own data or 
devised computational practices. TI1is often led to se­
rious problems when adjoining surveys were performed 
(Dracup, 1978), 

As these problems became more widespread and 
severe, there was actunlly very little NGS could do to 
improve the situation aside from readjusting por!ions 
of the network, These expedient attempts at a solution 
rarely resolved existing problems. Through this process 
the dJstortions were merely redistributed over larger 
areas only to reappear as newer work ·was fitted to the 
existing network, 

Before the 1960s. complaints received from network 
users usually concerned the frequency V>'fth which co­
ordinates for network points were being revised. Since 
then, £>urveyors have been using l-second theodolites 
and electronic di&tance measuring instruments a: near· 
ly all levels of the profession. As a r~i;,ult, a large 
number of horizontal C(ltltro! netwo:k users became 
even mere discouraged when they encountered closure 
problems using modern instrumentation and sound ob· 
serving procedures. 

NGS also felt the effects of the disrortions directly, 
By the 1960s NGS was in a period of executing and 
adjusting surveys of large urban areas. ln many cases 
the ne;+ surveys did not fit the published values of the 
existing control points. When this happened the com· 
mon practice was to spread out the discrepancies by 
readjustir.g the network in tbe area along with the new 
data. The size of the area to be readjusted became 
larger and larger, and NGS found itself spending more 
and more time on these local adjustmenls. 

As a result of the»e difficulties. the Lime lag be· 
tween the romp!etion of u survey and the publication 
of the :"l"1\D 27 coordinates 1ocreased. !'GS allowed 
field-adjusted and preliminary coordinates to be used 
for many purposes. This further cor..fused the situation, 
leading to litigation over land boundary dispu:es and 
other economic losses. 

3.S THE GROWTH OF NEW DEMANDS ON THE 
SETWORK 

Historically, development of the geodetic reference 
system has paralleled the needs of traditiQnal uses, 
namely, mapping. charting, boundary determination, 
and large-scale engineering endcavorsj such as railroad 
and highway construction, dams, and irrigation and 
inland waterway sy~tems. After 1%0, however, there 
was a tremendous increase in the number and types or 
programs dependent on reliable position dat.a. These 
include earthquake·hazard-reductlon programs, satellite 
data collection, electronic navigation systems, offshore 
boundary extensions, definilion of off>.hore lease 
blocks, missile defense systems, environmental manage­
ment, natural resource development and management. 
coastal zone management, urban and regional plan· 
ning, and ha7.ardous wa">te disposal programs. 

The list of those persons .,,,.ho depend on round 
geodetic reference data grew from surveyors, cartog· 
raphet&, and engineers to include legislators, econo­
mists, environmentalists, policy analysts, attorneys, so­
d.al scientists., planning speciahsts, and a variety of 
others. As the number and types of network users 
increased, so did their accuracy needs. Since 1927, the 
relative-position accuracy needs of a great many users 
had increased from one part in 50,000 to one part in 
100.000. 

Rapid population growth and econo1nic development 
placed new demands on the geodetic reference system. 
The needs of growing population centers include ac­
curate maps for tax assessment and tand·use planning, 
and the construction and maintenance of sev.·er and 
water supply lines, highways, bridges, tunnels, tele-­
pbone lines., pipelines, and power ttammission Hnes, 
among many other related services. The problems fac­
ed by Ada County, lD, and El Paso, TX, were typical. 

A class-action suit by the taxpayers of . .\da County, 
ID. resulted i:l a court order requiring the County to 
update Jts tax maps .. .\ prerequisite of a modern tax" 
mapping system is an up·to-date and reliable geodetic 
control network. The lack of a satisfactory IOQJ net· 
work prompted . .\da County officials to cooperate with 
the National Oceanic and ,\tmospheric ACministrntion 
in a spe-cial project to develop and update the geodetic 
network there. 

The City of El Paso, TX, reported slightly different 
growing pains in its request for !'jGS assistance t-0 
develop the national network there. Land rec.;rrds in 
that city were based on five separate reference sys­
tems---a situation that hindered city officials in provid­
ing basic services and maintaining public utililies. 
,\gain, updating and strengt3enlng the national net­
work were needed to resolve discrepancies among the 
five independent systems. 

Another class of new demands re&ul~ed from mili· 
tary and space activities, i\fissile ranges needed highly 
accurate survey networks so that :rackir.g instruments 
could be accurately located. Satellite tracking activi­
ties required :hat tracking stations thousands of kilo· 
meters apart be accurately located, both with respect 
to each other and with respect to the center of mass of 
the Earth. It quickly became apparent that NAD 27 
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coordinates were not adequate for this purpose, and a 
primary task of geodetic satellite tracking programs 
was the determlnatiQn of better tracking station coordi­
nates. 

The appearance of portable Doppler satellite track­
ing systems clearly showed the inadequa;;y of NAD 
27, The DQD Geoceiver test was an attempt to evalu­
ate these new receivers. Part of the evaluation com­
pared Doppler-derived coordinates to NAO 27 coordi· 
nates. Discrepancies of almost 10 m were found 
{Defense Mapping Agency, l 9'72). Other evidence in­
dicated that the Doppler coordinates were more nearly 
correct. The N AD 27 coordinates could no longer 
serve as a standard of comparison for the Doppler~ 
derived coordinate!>; instead, the Doppler system quick­
ly became the standard by whlch distortions were 
detected in N AD 27, 
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4. HISTORY OF HORIZONTAL GEODETIC CONTROL 
IN THE UNITED STATES 

Joseph F. Dracup 

The history of the horizontal control network in the 
United States is little known, even among members of 
the geodetic community. Few have access to the his­
torical documents which record, often in minute detail, 
the trials and tribulations, as well as the successes. 
There have been many of each. Geodetic surveying is 
not a glamorous profession and does not attract the 
attention of those with literary bent. As a result, much 
of the story will remain buried in Government ar­
chives. 

4.1 THE BEGINNING 

On February 10, 1807, during the presidency of 
Thomas Jefferson, Congress enacted legislation which 
authorized the President ". . to cause a survey to be 
taken of the coasts of the United States, in which shall 
be designated the islands and shoals, with the roads or 
places of anchorage .... " With these simple but direct 
words, the Survey of the Coast was born. Shortly 
thereafter, President Jefferson sought proposals for 
carrying out this act from several qualified persons, 
and finally accepted the plan set forth by Ferdinand 
R. Hassler. Funds were eventually appropriated, and in 
1811 Hassler went to London and Paris to acquire 
equipment and instruments which were not available in 
the United States. Hassler remained in Europe during 
the War of 1812, returning to the United States in 
1815 (Jeffers, 1953). 

In the following year, Hassler began geodetic oper­
ations in the vicinity of New York City. He measured 
two base lines, one along the shoreline of Gravesend 
Bay in the present-day Coney Island section of Brook­
lyn, and tbe other near Englewood, NJ. In 1817 he 
executed a small triangulation network consisting of 11 
stations. The first triangulation station, named WEA­
SEL, was located in Passaic County, NJ, about 2 
miles south of Paterson (Reynolds, 1933). Hassler 
made the first observations at this point on July 16, 
1817. With the completion of this small project no 
further geodetic surveys were undertaken for a rather 
long period, because the Survey of the Coast was 
transferred from the Treasury Department to the Navy 
by an Act of Congress in 1818. This act prohibited the 
employment of other than military personnel in carry­
ing out the activities of the bureau. All civilians, 
including Hassler, were discharged. 

Little geodetic work was accomplished by the Navy 
during the ensuing years. However, many enlightened 
individuals were aware of the need for geodetic control 
required to produce accurate maps and charts so es-

sential to the development of the country. They contin­
ued to press the legislative and executive branches to 
reactivate the Survey. 

In 1832 Congress restored the Act of 1807, return­
ing the Survey of the Coast to the Treasury Depart­
ment, and Hassler was again named to direct the 
bureau. Hassler collected his equipment and instru­
ments and immediately began a reconnaissance survey, 
extending eaStward from his 1816-17 net along the 
Connecticut and New York shorelines. Although Has­
sler was 62 years old when he began this work, he 
attacked the effort with the vigor of a man half his 
age. 

By the late spring of 1833, Hassler was ready to 
begin his observations. The first station was named 
BUTIERMILK, occupied on June 11, 1833 (Dracup, 
1976). This station is still in existence and is located 
on the Rockefeller estate in Westchester County, NY. 
While Hassler's assistants were carrying out secondary 
surveys along the New York-Connecticut shoreline, he 
continued the primary survey southward, making all 
the observations himself. This was the beginning of 
what was later to be known as the Eastern Oblique 
Arc, which eventually extended from Calais, ME, to 
New Orleans, LA, following the trend of the Appala­
chian mountains southwesterly to the Gulf coast near 
Dauphin Island, AL, then westward to New Orleans, a 
distance of 1,623 miles (Bowie, 1928). 

Progress was slow. By late 1843 the arc was com­
pleted only to Salem County in southern New Jersey. 
It was here at station BURDEN that Hassler made his 
last observations. He died shortly thereafter, following 
an injury sustained while trying to protect his instruw 
ments during a severe late fall storm which hit his 
campsite in Delaware. Thus an era ended. 

The Fire Island base line on Long Island was the 
only one established during this period and was mea­
sured using four 2-meter iron bars placed end to end. 
Astronomical observations were limited to a few latiw 
tude and azimuth determinations. 

Although the progress on the primary arc was some­
what slow, the Coast Survey, as the Survey of the 
Coast had been renamed in 1836, made excellent 
progress in extending secondary triangulation east to 
Rhode Island and south to the head of the Chesapeake 
Bay. By 1843, more than 1,200 stations had been 
established, covering an area of 9,000 square miles. 
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4.1 THE PERIOD 1844-1900 

A new era began under the direction of Alexander 
Dallas Bache, a great-grandson of Benjamin Frank.Jin 
(Wraight and Roberts, 1957}, During Bache's superin­
tendency {1843"'67) progress was continued on the 
Eastern Oblique Arc, but on a reduced scale, because 
control surveys for hydrographic purposes on the Atw 
lantic, Pacific, and Gulf coasts were given a higher 
priority. These engineering surveys were often sec-On· 
da.ry in character and often based on independent 
astronomic datums. 

George Davidson. one of Bache's m(ISt trusted assis­
tants, was sent to carry out surveys in California, He 
accomplished some primary triangulation, but for the 
most part lower order survevs--sufficient to control 
the mapping and bydrography=._were predominant. Ex­
cept for the Civil War years and one or two f-0reign 
assignment~ he spent most of his 50...year Coast Sur­
vey career in California. The great trigonometric fig­
ures extending over the Sierras, which were observed 
later in tbe century. bear bis name: "Davidson's 
Quadrilaterals." These figures contain many sides ex­
ceeding 100 miles in length, the longest being 192 
miles between Mount Shasta and Mount H~lena. 

Benjamin Peirce followed Bache as Superintendent 
of the Coast Survey, serving from 1867-74. During his 
term of office, Congress authorized an arc of Lrian­
gulation along the 39th parallel, oonnecting the Atlan­
tic and Pacific coasts, This great arc, perhaps the 
longest executed by a single agency, extends from 
Cape May, NJ, to Point Arena Lighthouse, CA, a 
distance of 2,750 miles, The Transcontinental or 39th 
Parallel Arc, as this net ls identified, was observed 
during the period 1871-97. Westward from central 
Colorado the arc is composed of figures of immense 
size-. ln addition to "Davidson's Quadrilaterals," there 
is another figure known as the "Great Hexagon." Tbls 
figure has Wheeler Peak in Nevada at its center and 
covers a wide area from the Wasatch Mountains near 
Salt l.ake City, G'T, almost to central :'.\levada. :Most 
sides exceed 100 miles. Due to the remoteness of the 
station sites and the short working season, it took 
almost 10 years to complete the observations. 

Another significant arc, completed in 1875, spanned 
the Mohawk Valley of New York. It connected the 
triangulation Jn New England with the work of the 
U.S. Lake Survey near Rochester. NY. The U.S. l~ake 
Survey, a branch of the Corps of Engineers, carried 
out extensive first-order surveys in the vicinity of the 
Great l~akes primarily during the period 1864-1900. In 
addition, this organization also observed a connection 
southward fro1n Chicago to the Transcontinental Arc 
in eastern Illinois. 

By tbe end of the 19th Century, tbe- Eastern Ob· 
lique ,\re had been completed, Davidson had extended 
first-order control to the vicinity of Los Angeles, and 
an extension northward on the 98th meridian from the 
39th Parallel Arc in Kansas was initiated, Work in 
Alaska was progressing, and in 1890 an a.re of trian­
gulation aJong the west coast belween Mexico and 
Canada was completed, This latter survey was princi­
pally made up or second- and third-order work. It was 

not until the first decade of the 20th century that a 
first-order arc following a more inland route was ob­
served. 

The cardinal longitude of the United States was 
first determined at the Harvard Observatory, Cam­
bridge, MA. The determination was based on the 
chronometer method, and used 1,065 exchanges be­
tween Liverpool, England, and Boston, MA, during the 
period l84J..55, DetermiMtions were made also by 
moon culminations and other astronomical phenomena, 
beginning in l 838 and employing observations at 
American and European observatories.. Once the tele­
graphic method became operational and the transatlan­
tic cable was in place, the earlier procedures were 
largely abandoned. Telegraphic expeditions in t866, 
1870, and 1872 fixed the longitude at the Harvard 
Observatory. Further observations were made in 1880 
when two additional cables were laid and the subse­
quent adjustment of the U.S. longitude net changed 
this value slightly. Another adjustment in 1885 
changed this determination by 0.001 second of time. 

4.3 THE ERA OF GREAT ARt'S 1900-40 

With the completion of the Eastern Oblique and 
39th Parallel Arcs, plans were made to extend arcs or 
first-order triangulation north to south and east to we.'\.t 
at about lOO~mile intervals, covering the entire country 
in a checkerboard pattern. Further breakdowns would 
then be made by establishing second-order arcs so 
spaced that no place in the conterminous States would 
be more than 25 miles from a fmt~ or second-order 
station. Eventually the areas in between would be 
covered by third..order networks. 

Tbis plan seemed to fit the needs of the country 
and was within budgetary considerations. However, as 
with most Jong-range programs, radical changes are 
often dictated in order to retain the primary ¢oncepts 
and to meet ever changing conditions, 

The first of these changes surfaced during World 
War I, when the rising cost of lun1ber problbited the 
building of high wooden structures, necessary for ele­
vating instruments and signals above obstacles.. To ronM 
tinue the program, traverse was substituted for trian· 
gulation in relatively flat and. in some instances, 
heavily forested areas of the South and Midwest where 
extensive railroad routes and expanding highway sys­
tems provided comdors for establishing such sun'Cys. 
In one case, the frozen surface of the Rainy River 
between the Lake of the Wood:> and an arc of cstabw 
lished triangulation in northeastern Minnesota was uti­
lized to complete a section of the United States .. 
Canada boundary control. During a period of about 10 
years (1917·26), several thousand miles of first-order 
traverse were measured in Virginia, North and South 
Carolina, Georgia, F1orida, Mississippi, Louisiana, In· 
diana, Illinois, Wisconsin, Minnes-0ta, and South Da­
kota. 

A second majQr change occurred when Jasper Bllby 
developed the portable steel tower in 1926 (Bowie, 
1933). The preference for triangulation was restored 
and the use of traverse procedures was relegated to 
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special purpose surveys, occasional city surveys, and a 
few low-order surveys along the coast. This was the 
case until the advent of electronic distance measuring 
instruments in the L 950s, when traverse procedures 
were once again instituted for primary surveys. Early 
investigations indicated that first-order traverse was 
equivalent in accuracy to the same class of triangula· 
tion. However, as the network was. developed, the 
structural weaknesses of these earlier traverses were 
brought to light, and ln several instances blunders were 
uncovered, 

Prior to the invention of the Bilby tower, several 
great arcs of triangulation had been accomplished. 
Among the most notable are the 98th Meridian .t\.rc, 
which e.xtends 1,720 miles from the Rio Grande River 
in Texas to the Canadian border; the 49th Parallel 
Arc, accomplished in cooperation with the Geodetic 
Survey of Canada, which straddles the international 
boundary between the 98th f\.feridian Arc and Point 
Roberts: in northwestern WashingWn; and the Texas.. 
Callfornia Arc from the 98th Meridian Arc in Texas 
to the first<irder network in southern California, a 
distance of 1.207 miles. Other great ares include the 
survey along the 104th meridian from the Texas-Cali­
fornia net to the Canadian border; triangulation follow~ 
ing the 35th parallel from the 98tb Meridian Arc in 
Oklahoma joining the Texas-California and 112th Me-­
ridian Arcs in southwestern Arizona; and several pro­
jects establishing control in Idaho, Oregon, and Wash­
ington, including the California-Washington arc. In the 
&st, few first-«der triangulation surveys were carried 
out during the period betw.een 1917 and 1927. Once 
the Bilby towers came into use, however, work was 
accelerated in that sect1Qn of the country. 

Triangulation was observed along the Gulf coast 
and inland in numerous states, including the long Mis­
siss.ippi River Arc, where towers as high as 150 feet 
were required and towers more than 100 feet in height 
were commonplace. The last of the truly great arcs in 
the conterminous United States followed the Atlantic 
coast from Providence, RI, terminating at Key West, 
FL, a distance of perhaps 1,600 miles. During the 
Great Depression o( the 1930s, funds were made avail­
able to aid the unemplQyed by providing jobs in public 
works. The work o( esta.b!:ishing 4.'.:0ntrol surveys bene­
fited greatly from this policy. Very large field parties 
roamed the land extending geodetic controL Some of 
these parties included more than 150 employees, with 
as many as 12 observing units deployed on 1 night by 
.a single field party. In l 935 the Coast and Geodetic 
Survey had almost 3,000 employees in the field (U.S. 
Coast and Geodetic Survey, 1935). 

Progress was rapid. Major William Bowie, who was 
then cbie( of the Geodesy Di\·ision, left no stone untur~ 
ned in his effort to complete what he considered to be 
the fundamental framework of the United States. Re-­
quirements had changed since the original plan had 
been drawn up, and the need for mQre closely spaced 
control to a higher accuracy became evident. Few ares 
to second-order specifications and no third.order area 
networks were actually observed by geodetic field par* 
tics. While some lessening of the first--0rder specifica· 

tions was permitted in performing surveys classified as 
second-order, the great majority of the work fell within 
the anticipated accuracy far primary surveys. With the 
addition of strategically placed base lines and Laplace 
azimuths, this accuracy could be assured. 

The period of establishing great arcs of triangula­
tion drew to a close about 1940. The primary network 
was essentially comple~ and geodetic surveys entered 
the epoch of de:nsification. 

4.4 THE TIME OF GREAT ADVANCEMENTS 
1940-75 

By the mi.ddJe decades of the 20th century same 
area~type networks had been observed, but arc systems 
were still the general rule. Supplemental stations were 
frequently estahlished to provide additional control. 
Little attention was given to the fact that on numerous 
occasions stations determined in other projects had 
already been estahlished nearby, with the result that 
nearby points were often not connected. This was to 
lead to problems at a later date. when many locaJly 
accomplished surveys could not tolerate the: incon­
sistencies brought on by sueh situations. At the time, 
no solution was considered, as an almost total effort 
was directed toward military related activities, 

Perhaps the greatest geodetic achievement during 
the wartime period was the completion of an arc of 
triangulation from Skagway in Southeast Alaska to 
Whitehorse in Canada. The arc extended via the AJcan 
Highway to the major land mass of Alaska, thus tying 
this vast land to the North :\merican Datum of 1927. 
Prior to this time. triangulation in Alaska had been 
computed on several independent datums~ it was not 
until the 1950s that aU surveys were finally positioned 
on a single datum. 

11le job of tilling in the uncontrolled areas now 
began. Although the surveys were classed as seoon<J.. 
order, the specifications were only slightly modified 
from thooe required for first-order work. Some party 
chiefs ignored the modifications and eonti:nued ta em­
ploy first-order specifications for directions, Most o( 

these projects could be upgraded to first-order by the 
addition of a few base lines and Laplace azimuths. 

Although extension of the horizontal control net­
work. continued during the 1950s and 60s, much of the 
effort was directed toward projects in high-density pop~ 
ulation areas. These surveys were sealed by numerous 
measured distances and oriented by sufficient Laplace 
azimuths to assure that the requested accuracies were 
maintained throughout the entire network. More than 
50 such projeets were accomplished by the Coast and 
Geodetie Survey and the National Geodetic Survey 
between 1960 and 1975. 

With few exceptions., modern surveys have been 
carried out in the nonconterminous. states and posses­
sions, Much work still remains to be done in Alaska. 
Much of Hawaii has sufficient and reasonably new 
control. Molokai and a few of the smaller islands are 
the exceptions. Puerto Rico and American Samoa have 
been recently surveyed, but new surveys on the Virgin 
lslands are still to be carried out. 
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By the 19605, it became evident that extremely 
accurate surveys would be required to support missile 
and satellite activities, Llnsing C. Simmons, then the 
Chief Goodesist of the Coast and Geodetic Su:rvey, 
conceived a unique plan for an ultrapreelse traverse 
which was expected to produce relative accuracies of 
one ()2.rt in one million. The survey which became 
known as the Transcontinental Traverse was initiated 
in 1961 in Florida. It was completed in !976 with a 
total length exceeding 22,000 km. Several sections of 
this traverse were observed by survey parties attached 
to the Defense Mapping Agency and its predecessors, 
which also contributed financial assistance. 

4.5 CHANGES IN INSTRUMENTS AND 
METHODOLOGY 

In the last half of lhe 19th cenlury base lines were 
measured using iron bars and rods and a variety of 
compensating and oontact type base apparatus. Steel 
tapes were employed in measuring several bases near 
the end of the period. After l 907 all primary base 
lines were measured using tapes made of a nickel..steel 
alloy, commonly called Invar. 

l)evelopments in electronics created a tremendous 
break-through. In the late 1940s. Dr. Bcrgstrand of 
Sweden built the first distance-measuring devi.ce. This 
instrument, which employed visible light, was t-0 revo­
lutionize geodetic surveying because the time-consum­
ing practice of measuring base lines was reduced from 
weeks to a few hours. In addition, terrain restrictions 
were lifted. 

The concept of using light for measuring distantes 
was not new. Professor Albert A. Michelson had car­
ried out experiments in the early 1920s to determine 
the speed of light. The Coast and Geodetic Survey 
became interested in tbe problem and to aid Michelson 
measured perhaps the most accurate taped base line 
ever oo the hopes that the experiments might lead to 
the development of a distance measuring instrumenL 
Unfortunately, the experitnents were not a Lota! suc­
cess. Michelson passed away ,~;ithin a few years., and 
with his passing the idea was abandoned. 

Late in the i 950s, distance measuring equipment 
utilizing microwave sources came into being. These 
instruments had a much greater range tban light wave 
equipment, but this advantage was offset by the effect 
of humidity which could produce less-accurate mea­
surements. Instruments utilizing infrared as the carrier 
beam were later introduced, and while this type of 
equipment c:an produce very accurate me.Murements, 
its range is ralher shorL 

Numerous astronomic determinations were made for 
latitude and azimuth, Longitude observations lagged 
behind despite tbe perfecting of the use of telegraph 
lines for transmitting time signals simply because the 
stations needed to be located near these lines. Develop­
ment of the telegraph method began in 1 &46 and was 
used until it was replaced by the use of radio time 
signals in 1922. 

The strength of the networks was increased measur~ 
ably by a decision at an early stage (about 1845) that 
the principal triangulation consist only of complete 
quadrilaterals (both dtagonals observed) or central 
point figures. This policy was rigorously followed until 
the 1970s. Only tile earliest wo.rk and some surveys 
made by the U.S. l,ake Survey prior to 1900 were 
observed as chait1S of single triangles. 

4.6 GEODETIC DATUMS 

The early surveys were established as separate, in~ 
dependent networks. Each was based on one or more 
astronomical determinations of latitude, longitude, and 
azimuth. These separate pieces of triangulation were 
extended until they touched or overlapped (Dracup, 
1980). 

With the <;:0mpletion of the 1'ranscontine:ntal Arc 
around 1900, it was possible to compute the net as a 
single coordinated survey and to replace the previous 
independent systems which, of course, did not fit to­
gether properly at the junctions. The recomputation of 
all triangulation that had been completed up to tha.l 
time would have bc<:n a fairly heavy pjece of work, 
Considerable thought was givet1 to devising the best 
possible method in order to adopt a datum that could 
be held fixed for a long time into the future" After 
careful study, it was decided to extend the datum that 
had been used in New England and along the Atlantic 
ooast between 188-0 and 1901 through the entire net~ 
work. This decision avoided much recomputatlon and, 
at the same time, gave an almost ideal dalum for the 
Nation. 

The origin of the New England Datum was t1tation 
PRJNCIPIO in Maryland. Its position had bc<:n deter­
mined in a computation using all astronomic latitudes, 
longitudes. and azimuths which had been observed in 
the eastern triangulation. 

The position of PRil"iCIPIO was retained for the 
new datum, wbieh became known as the United States 
Standard Datum. The geographic position of station 
MEADES RA~CH was said to define the origin, but 
this position was actually computed through the trian­
gulation from PRINCIPIO. 

In !913 the same datum was adopted by Canada 
and Mex:ico for the geodetic networks of those coun· 
tries. In recognition of its new ;;;ontinental character. 
the name was changed to the North American Datum. 
This .,,,as the first time anywhere that international 
cooperation had led to a common datum of continental 
extent. 

At! computations were carried out on the Clarke 
spheroid of l866, W"hich had been adopted by the 
Coast and Geodetic Survey in J 880. In 1924, the 
international Association of Geodesy adopted a new 
ellipsoid for use by all member countries that might be 
in a position to recompute their triangulation I1ets. 
This international ellipsoid was based on dimensions 
that had been derived in 1909 by John Hayford of 
C&:GS. By the time of .its adoption, the positions of 
thousands of stations in the United States were based 
on the Clarke spheroid, and numerous tables had been 



Chapter 4. History of Horizontal Geodetic Control in the United States 17 

computed and published. Because the ellipsoid already 
in use differed only slightly from the new one, it was 
decided that no change would be made. 

In a 5-year period beginning in 1927, the national 
control network was recomputed. Although the Clarke 
spheroid and the position originally adopted for 
MEADES RANCH were still satisfactory, the station 
positions were far from ideal. Chapter 2 gives a synop­
sis of the 1927 adjustment. 

The name of the datum was changed from North 
American Datum to North American Datum of 1927. 
This change was to guard against confusing the new 
positions with old positions. MEADES RANCH was 
the only station where the position remained the same. 
The changes were small in the vicinity of MEADES 
RANCH but were fairly large at greater distances. In 
the State of Washington, for example, the change of 
position was slightly over 1 second in latitude and 
nearly 1.4 seconds in longitude. 

Table 4.1 shows that the size of the horizontal 
control network grew by almost an order of magnitude 
between the major datum adjustments in the United 
States. Figures 4.1, 4.2, and 4.3 depict the growth of 
the horizontal control network from 1901 to 1981. 

I 
/ 

TABLE 4.1.-Growth of the networks in the United 
States 

Year 

1901 
1927 
1983 

Datum 

U.S. Standard Datum . 
Nonh American Datum ................... . 
North American Datum .. 

4.7 ORGANIZATIONAL CHANGES 

Stations 

5,000 
25,000 

272.000 

As the survey networks grew, the agency responsible 
for the primary geodetic control networks underwent 
several changes in its organization. The Survey of the 
Coast became the Coast Survey in 1836 and was 
renamed the Coast and Geodetic Survey in 1871. The 
name was changed to emphasize the increased impor­
tance placed on geodetic surveys and geodesy in gen­
eral. 

In October 1970, as part of a general reorganiza­
tion, the Coast and Geodetic Survey became the 
National Ocean Survey. This was further reorganized 
and renamed the National Ocean SerVice in December 
1982. The Geodesy Division became the National Geo­
detic Survey Division. 

r\ 
) ', 

Figure 4.1. U.S. horizontal control network in 1900. 
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5. INTERNATIONAL ASPECTS 

5.1 THE CONTINENTAL CHARACTER 

In 1901 the U.S. Coast and Geodetic Survey 
(C&GS) adopted for the triangulation system of the 
United States what was called the United States Stan­
dard Datum. At this time major triangulation projects 
were also being carried out in Canada and Mexico. 
William Bowie, then chief of the C&GS Geodesy Di­
vision, discussed these projects with the survey direc­
tors of Canada and Mexico, W. H. King and Pedro 
Sanchez respectively. By 1913 he had persuaded them 
to formally connect the surveys of their respective 
countries to the U.S. Standard Datum (Whitten, 
1975). Because of the new international character, the 
C&GS Superintendent directed that the name be 
changed to the North American Datum (Bowie, 1914: 
p. 80). 

In 1927 the North American Datum was read­
justed, resulting in new coordinates for all stations. 
Soon afterward, the geodesists of Canada and Mexico 
also readjusted their triangulation to make it consistent 
with the new datum. Subsequent surveys in Central 
America, extending to the border between Panama and 
Colombia, were also connected to this datum. 

5.2 ROLE OF OTHER COUNTRIES IN NEW 
ADJUSTMENT 

The new adjustment of the North American Datum 
was always perceived as an international effort. Capt. 
Leonard S. Baker, NOAA, had held discussions with 
Louis A. Gale of the Geodetic Survey of Canada and 
with ING. J. A. Villasana of the Geodetic Survey of 
Mexico seeking their cooperation. Letters were sent to 
the survey directors of all the republics of Central 
America. In the case of Canada, this resulted in a 
formal intergovernmental agreement. In most other 
cases agreements were made between the geodetic 
agencies. 

5.2.1 Canada 
The participation of Canada in the new adjustment 

was coordinated by the Geodetic Survey of Canada, a 
division of Surveys and Mapping Branch, Department 
of Energy, Mines and Resources. The (U.S.) National 
Geodetic Survey and the Geodetic Survey of Canada 
both recognized the need for a new adjustment as 
early as 1969 and proposed appropriate programs to 
their respective governments. Both agencies coordinat· 
ed their new adjustment activities with each other. 
Although the surveying communities were pressing for 
network improvements in both countries, there was 
never any serious possibility of either country perform­
ing a datum readjustment without the participation of 
the other. 

The Geodetic Survey of Canada chose a hierarchi­
cal approach to the adjustment of the geodetic net­
works in Canada. The primary network formed part of 
the continental network adjusted by the Helmert block 
method. After the July 1986 completion of the fun­
damental NAD 83 adjustment, Canada still had the 
task of integrating more than 200,000 stations con­
tained in regional and local secondary networks into 
the continental system (Parent and Pinch, 1988). Most 
of the second- and lower-order surveys are held by 
provincial and other Federal survey agencies, and the 
adjustment of these networks was planned in conjunc­
tion with those agencies. 

5.2.l.l Sul'vey Netwol'ks in the New Adjustment 
The Canadian portion of the continental network 

consists of about 7,500 stations and 44,347 observa­
tions. It consists mainly of first-order work in chain 
triangulation, traverses, and area triangulation. 

As in the United States, the existing geodetic con­
trol network was strengthened by additional observa­
tions in preparation for the new adjustment. In 
Canada, about 600 lengths and 65 Laplace azimuths 
were measured for this purpose. The primary network 
was further strengthened and extended by first-order 
traverse, by the addition of a basic satellite Doppler 
network having stations spaced from 200 to 500 km 
across the country, and by additional triangulation and 
Doppler surveys in the more densely populated areas 
(McLellan, 1980). 

Geoid heights and deflections of the vertical were 
also fully accounted for in the processing of the Cana­
dian observations. 

5.1.l.1 Helmert Blocking Solution 
The Geodetic Survey of Canada was completely 

responsible for the computation of all observations in 
Canada. Program GHOST, which implemented the 
height-controlled three-dimensional mathematical 
model, was used for these computations. For each 
iteration, the Geodetic Survey of Canada and NGS 
exchanged partial reduced normal equations, Both 
agencies computed the final combined solution, each 
as a check on the other. 

The exchange of normal equations required consid­
erable detailed coordination. The Geodetic Survey of 
Canada drew the border used to separate the U.S. and 
Canadian geodetic networks in the Helmert blocking 
system. Canada also helped to develop the detailed 
format and procedures used for the ex.change of nor· 
mal equations. 

It was desirable that dividing lines in the Helmert 
blocking strategy be drawn through weak areas of the 
network, since this would lessen the number of junc-
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tion points. The geodetic boundary between the U.S. 
and Canada was therefore drawn north of the political 
boundary. (See fig. 18.4.) 

5.2.2 Mexico, Central America, and the Caribbean 
The North American Datum has become the con­

ventional datum for surveying and mapping, not only 
for Mexico but also for the republics of Central Amer­
ica and for the Caribbean area. Most of these coun­
tries had participated with the United States through 
collaborative programs under the Inter American Geo­
detic Survey (IAGS). By the time of the new adjust­
ment, IAGS had become a component of the Defense 
Mapping Agency (OMA). 

The horizontal surveys in these areas were collected, 
validated, and merged by the OMA Hydrograph­
ic/Topographic Center (DMAHTC). This process is 
described by Skaggs (1980). The resulting horizontal 
survey network consisted of l ,884 stations established 
by first-order triangulation and traverse methods. Ob­
servations among these stations included 9,970 direc­
tions, 82 Laplace azimuths, 55 base lines (lnvar and 
Geodimeter) and 4,000 km of traverse. 

Prior to the new adjustment, station positions had 
been computed by OMA on NAO 1927 by using 
border ties with the United States. The adjustments 
were carried out in successive blocks from Mexico to 
Panama. There were many known weaknesses in these 
networks, due to the sparsity of surveys, the long 
extension from the U.S. border, and lack of an ade­
quate geoid profile. 

The new adjustment provided an opportunity and 
impetus for the strengthening of the geodetic networks 
in North America. New first-order surveys were added 
by Mexico to tie together gaps in the existing trian­
gulation arcs. Doppler-derived coordinates were estab­
lished throughout the network on existing stations, us­
ing an average spacing of 200 km between Doppler 
stations. 

DMAHTC constructed a geoid profile to cover 
Mexico, Central America, and the Caribbean. Predic­
tions of the deflections of the vertical and the geoid 
height at each station were made by least squares 
collocation. The geoid computations were based on: 

1. a satellite-derived Earth model, 
2. 1,693 1- by I-degree mean free air gravity 

anomalies, 
3. 73,512 point gravity observations, 
4. geoid heights directly observed by satellite al­

timetry, 
5. 83 geoid heights directly observed by Doppler 

positioning, and 
6. observed deflections at 96 astronomic stations. 

Most of the previously processed horizontal observa­
tion data for the area existed at DMAHTC before the 
new adjustment, and most of these data were already 
in machine-readable form. DMAHTC retrieved and 
revalidated this data set. New observational data were 
added and the entire network was validated by the 
DMAHTC horizontal network adjustment program. Fi­
nally, the entire observation data set was transformed 

to the Trav-deck format and transferred to NGS in 
machine-readable form. NGS treated this as any other 
project which had been validated in Trav-deck form, 
and the data were eventually processed through block 
validation and loaded into the geodetic data base. 

S.2.3 Denmark 
Denmark became a part1c1pant in the new adjust­

ment in 1974 because Greenland was at the time an 
administrative district of Denmark. The Danish Geo­
detic Institute was responsible for geodetic and map­
ping activities in Greenland. It had been left out of 
the initial NAD planning simply by an oversight. Soon 
formal relationships were established between the geo­
detic agencies and Denmark was a fully participating 
country. 

5.2.3.I Methodology 
The Danish Geodetic Institute was one of the few 

geodetic agencies which had experience solving large 
sparse systems of equations. Much of the methodology 
used in the Danish adjustment programs (Poder and 
Tscherning, 1973; Poder and Madsen, 1978) was 
adopted by NGS. In addition, several extended visits 
were held between geodesists of the two agencies to 
discuss details of the Helmert blocking method. 

Geodesists of the Danish Geodetic Institute also 
described and advanced the method of collocation for 
predicting geoid heights and deflections of the vertical 
(Tscherning and Forsberg, 1978). 

5.2.3.2 Greenland Survey.s 
A first-order network exists along the west coast of 

Greenland approximately from latitude 60 degrees to 
latitude 77 degrees. The single chain network consists 
of about 200 stations. All types of geodetic measure· 
ments, including directions, distances, and Laplace 
azimuths, have been performed according to first-order 
standards. The observations are adjusted on the Qor­
noq Datum, which originally was a local datum for the 
central part of the west coast of Greenland. Extensions 
have been established to southern Greenland and 
northwestern Greenland. Additional independent net­
work adjustments were performed at two places on the 
east coast of Greenland, but the lack of geodetic 
connections to the Qornoq Datum forced both areas to 
be established on separate datums, i.e., the Angmags­
salik Datum and Scoresbysund Datum. 

Densification of all primary networks in Greenland 
has been performed from time to time. It was decided 
that all observations that would improve the accuracy 
of the secondary networks would be adjusted to the 
framework at a later date. All observations are in 
computer readable form. The number of stations totals 
about 4,300. 

Doppler satellite surveying was used for two main 
purposes: to support the connection of the existing 
networks to the North American Datum of 1983 and 
to establish geodetic control in northern and eastern 
Greenland. Since 1974, 28 Doppler stations have been 
established in the existing networks with an average 
distance of 200 km between stations. Four of the 
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stations were established in cooperation with the Geo­
detic Survey of Canada and NOAA/NOS National 
Geodetic Survey. The remaining stations were sur­
veyed by using the two Doppler receivers purchased by 
the Danish Geodetic Institute in 1976 and 1977. Sev­
enteen stations exist on the Qornoq Datum, while the 
Scoresbysund Datum has nine stations and the Ang­
magssalik Datum two stations. About 170 satellite sta­
tions are distributed over the remaining coastal areas 
of Greenland, which has virtually no classical trian­
gulation networks. 

Until recently the unsurveyed areas in Greenland 
covered approximately 500,000 km2• Geodetic control 
has now been introduced by means of the Doppler 
satellite technique. The Doppler stations are observed 
with a spacing of about 60 km, and supplementary 
control is established using classical traverses. GPS 
observations were introduced in 1986 in cooperation 
with the Defense Mapping Agency Hydrographic To­
pographic Center (DMAHTC). Figure 5.1 pinpoints 
the satellite stations. 

Coordinates for satellite stations were calculated on 
NAD 83 by using the transformation parameters given 
in chapter 11. These satellite-derived coordinates are 
then introduced into the network adjustment as coordi­
nate observations together with estimated variances. 

The second-order network in the northwestern part 
of Greenland has connections to the network in the 
eastern part of Canada's Northwest Territories. These 
networks will be adjusted as a common block. It is 
expected that this adjustment will be completed during 
1989. The remaining networks will thereafter be ad­
justed and the NAD 83 will be fully implemented 
throughout Greenland in 1990. 

A major mapping project of northern Greenland is 
being conducted by the Danish Geodetic Institute. 
These maps will be produced on the new datum. 

5.3 ROLE OF THE INTERNATIONAL 
ASSOCIATION OF GEODESY 

The International Association of Geodesy (IAG) is 
the natural organization to coordinate an international 
geodetic project such as the new adjustment of the 
North American Datum. Prior to 1975, the scientific 
readjustment of the European Datum (known as the 
RETRIG Project) was coordinated by Commission X 
of the IAG. At the 1975 General Assembly, Commis­
sion X was reorganized into several subcommissions. 
One of these is the subcommission for North America. 
This subcommission continues to provide an additional 
channel of communication for those individuals and 
agencies who are concerned with the NAO as a con­
tinental network. 

The IAG also passed a formal resolution in 1975 
recommending that a new datum be developed for 
North America. This resolution recognized and pro­
vided international approval of the plans and work 
already in progress. 

The IAG played an important role in the new 
North American Datum adjustment by recommending 
the ellipsoid that would be used for the new adjust-

ment. This ellipsoid was part of the Geodetic Refer­
ence System of 1980 (GRS 80), adopted by the JAG 
(and by its parent group, the International Union of 
Geodesy and Geophysics) at the General Assembly of 
1979. 

The IAG had already recommended a standard 
Geodetic Reference System in 1967 (GRS 67). The 
numeric values of the fundamental parameters recom­
mended in 1967 were won rendered out of date by the 
rapidly improving results from satellite geodesy. Al­
though it was clear throughout the 1970s that the 
1967 values were no longer the most current, it was 
not clear which values should be adopted. It was the 
task of Special Study Group 5.39 of the IAG to 
analyze the many determinations of the fundamental 
constants and to recommend the best values. The situ­
ation was not well settled in 1979, and in the normal 
course of events it might not have been the right time 
to recommend a new reference ellipsoid. However, the 
agencies preparing to perform the new NAD acj.just­
ment needed and were prepared to accept a new ellip­
soid. The Study Group and the IAG selected the new 
ellipsoid in a manner that was completely acceptable 
to all the parties concerned. 

5.4 THE NAD SYMPOSIA 

The new adjustment was primarily an operational 
project. However, it contained many technical prob­
lems that needed to be resolved. Some of these prob­
lems concerned the correct mathematical model for 
combining terrestrial and satellite observations. A dif­
ferent set of problems concerned the numerical aspects 
of the adjustment. For the first time sufficient com­
puter power was now available to perform a simulta­
neous least squares adjustment of the entire network. 
However, an adjustment of such a large network had 
never been performed. No one was sure what problems 
might arise. 

The technical problems associated with the new 
adjustment attracted worldwide interest among geode­
sists. The two NAD symposia provided an opportunity 
for extensive discussions of these problems. 

The first International Symposium of Problems Re­
lated to the Redefinition of the North American Geo­
detic Networks was held on the campus of the Univer­
sity of New Brunswick in Fredericton, N.B., Canada, 
May 20 to 25, 1974. It was organized primarily by the 
Department of Surveying Engineering of the Univer­
sity. Figure 5.2, taken from the symposium proceed­
ings, identifies the participants and their respective 
countries. 

The following technical sessions were held: 

I. Data Inventory and Assessment 
2. Datum Definition 
3. Mathematical Models for the Networks 
4. Statistical Treatment of Models 
5. Problems arising from Redefinition 
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Figure 5.1. Geodetic satellite stations used to position Greenland on NAD 83. 
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Figure 5.2. Participants at the first NAD symposium (Canadian Surveyor. 1974) 
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Figure 5.3. Attendees at second NAD symposium (National Geodetic Survey, 1978). 

The Second International Symposium on Problems 
Related to the Redefinition of the North American 
Geodetic Networks was held in Arlington, VA, April 
24 to 28, 1978. Organized primarily by the National 
Geodetic Survey, the second symposium attracted 150 
scientists from 17 countries. Figure 5.3, reprinted from 
the proceedings, shows most of the attendees. 

By the time of the second symposium the scope of 
interest had grown to include computational problems, 
data management problems, and computer program­
ming problems. The technical sessions included: 

I. Status Reports and Test Adjustments 
2. Datum Definition, Ellipsoid, and Geoid 
3. Employment of Extra-terrestrial Methods 
4. Data Preparation and Management 
5. Helmert Block Adjustment System-I 
6. Helmert Block Adjustment System-11 
7. Postadjustment Considerations 
8. Other Topics of Interest. 
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6. TERRESTRIAL DATA 

John G. Gergen 

6.1 DATA DEFINITION 

Prior to the middle of the 20th ce'ltury, almost all 
geodetic surveying was done bj' measuring directions. 
The theodolite, capable of measuring a direction with 
great precision, had been a inature instrument for 
more than l 00 years. Because distances could be mea­
sured only by slow and expensive technologies, such as 
with high precision tapes, they were measured infre­
quently. 

The don1inant surveying scheme was triangulation. 
Since the primary purpose was to construct a geodetic 
framework covering large distances, triangulation was 
most often performed in arcs. An aroe of triangulation 
consists of a series of braced quadrilaterals laid end to 
end. (See fig. 6.1.) c·entral point quadrilzterals and 
polygons were also used occasionally" The q1.1adri~ 
laterals were made as large as possible, consistent with 
the need to be- able to see from one station to the 
other. Surveyors also attempted to locate stations so 
that the quadrilaterals 'HOuld be close to rectangular. 
Within each quadrilateral 12 directions: were measured 
resulting in 8 angles (2 at each vertex), A base line 
was measured at every 8 to 10 quadrilaterals, some­
tin:es even 25 quadrilaterals. 

Once the pri1nary arcs of :riangulation were in 
place, it was possible to fill in the areas between the 
arcs with area tr!angularion. (Sec fig. 6.2.) Area trian­
gulation may span less distance, but it results in the 
establishment of many more poir.:ts than arc triangula­
tion. With area triangulation,-there were fewer restric­
tions on the geometry of the individuat figures, but the 
dominant figure was still the triangle. 

Geodetic observations of triangulation began at the 
beginning of the 19th century. Progress wa5 slow at 
first. During the first 100 years, the majority of geo­
detic observations were made by the Coast & Geodetic 
Survey (C&GS), Later, triangu:.a.tion surveys were car­
ried out by the U.S .. i\rmy Corps of Engineers, primar­
ily in the Great Lakes region. 1n the 20th century, the 
h.ighway departments of many !>tates contributed slg­
nificantl)' to the densification of the networks by :he 
method of traversing. (See fig. 6.3,) The U.S, Geologi~ 
cal Survey (USGS) also performed many area trian­
gulation and traverse surveys in support of mapping 
projects. 

The 1960s. sa\v the beginning of modern urban sur­
veys. This scheme v•,-as an attempt to establish a mod­
erately dense control network for a metropolitan area . 
• :\s cities had expanded, it became evident that errors 
had been introduced ir.to the coordinate sys.ten: by the 
piecemeal addition of surveys to the existing frarr:e­
work. Jn some cities, the 7'>lGS primary survey had 
lacked strength. Urban surveys rectified the many de-

ficiencies- of the control networks in exactly those areas 
where demand for the use of the control networks was 
strongest. These surveys tended to be Jarge, with 1,000 
points or more, and were adjusted by computer, 

Preparations for the new adjustment began in the 
early 1970s. At that time, NGS had an inventory of 
about 5,000 horizontal 5urvey projects. These formed 
the nucleus of the data set that was eventuaUy built 
for the adjustmen: .. .\.rrangements \\/ere made with the 

Figure 6.l. A typical arc of triangulation. 
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BUZZ AG'D 1936 
PARKER 1925 

HALL 
1925 

PASS~_.._.._.._.._._..~ 

NEWPORT 1933 

LOOKOUT 

1936 

DOUSi 1936 

Figure 6.2. Area triangulation, 

USGS National Mapping Division for the evaluation 
and identification of those USGS surveys which were 
of appropriate accuracy 10 be used in the new adjust­
ment. USGS placed these projects in machine~readable 
form according to NGS specifications. A total of 134 
lJSGS projects were transferred in time to be included 
in the NAD 83 adjustment. 

At the beginning of the New Datum Project NOS 
was also receiving about 100 new projects every year 
from various sources, for each of the new projects, 
there \\'as not only the need to put the data into 
computer-readable format, but coordinates also had to 
be computed for all new network points. Tbiio was an 
eJaborate process involving the constrained adjustment 
of the project into the net\l<ork, By 1981 it was re­
alized that the agency was being swamped by nc'h 
projects that were being submitted for adjustment. A 
d~ision was made that new projects submitted after 
July I. 1981, "'-ould not be processed until after the 
completion of the NAD 83 project. 

On the average, a horizontal survey project con· 
tained 70 points. I-lowever, the number varied greatl}', 
and some had more the I ,000 points. 

6.1.1 Obserl'ables 
The observations most re.levant to the new datum 

were those associated with classical survey operations. 
These consisted of horizontal directions, zenith dis­
tances, astronomic azimuths, and disiances. The first 
three were determined using theodolites. 1·he distances 
consisted of older tape measurements and more mod~ 
em electronic distance measurement (EDM} observa· 
tions, 

6.1.1.1 Horizontal Directions 
The horizontaJ directions constituted the vast major· 

ity of the material in the NGS files. The NGS 
practice had always been to record horizontal direc· 
tions rather than angles. Directions may be interpreted 
as an azimuth relative to an arbitrary {but unknown) 
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azimuth of the zero mark on the horizontal circle of 
the theodolite. Angles can always be computed by 
differencing directions. However, the directions more 
closely correspond to the actual act of making an 
observation. and are therefore more likely to be statis­
tically independent 

Hori:r.ontal direction observations were stored in sev­
eral ways: in the field books as Abstracts of Directions 
(fig. 6.4), and as Lists of Directions (fig. 6.5), 'fhe 
means of each single observation {direct and reverse) 
were stored in the field boo.ks. In general, single ob­
:;ervations were made with the horizontal circle of the 
theudolite in several different p05itions to lessen the 
effect of errors in the manufacture of the circle, The 
mean of these single ob$ervations at different posltlons 
was generally computed in the field book. Both the 
single observations and the 1neans were copied onto the 
Abstract of Directions. The means constituted a single 
list of directions, which gave a single direction to each 
observed object for that station occupation. If more 
than one occupation occurred at a station, which could 
happen if the station was occupied as part of more 
than one survey project, then the various lists would be 
collected together into a con1bined List of Directions. 

, .. 
I ...... 

The single observations which were meaned together 
in an abstract were generally a homogeneous data set. 
Each round of directions at a panicular setting of the 
horizontal circle contained exactly the same object&, 
and all observations were made with the same instru­
ment. This was not true for the combined Lists of 
Directions. Two different lists would often contain dif­
ferent objects and might contain observations with 
different instrun1ents. Thls practice created unwanted 
biases which made combined lists less than desirable. 

Ea.rly in the New Datum Project, NGS fa~ the 
question of whether the single lists from the abstract~ 
or the combined tists of Directions should be placed 
into machine-read.able form and used in the network 
adjustment. L"sing combined lists would demand Jess 
keying of data, would result in a smaller data base, 
and would allow the network software to assume only 
a single list of directions at each occupled station. On 
the other hand, the combination CJf directions into lists 
had not always been done in a cunsistent manner, so 
that each combination would have: to be verified. Fur­
thermore, NGS was aware that it had been mathema;­
ica11y demonstrated that the means in a single list are 
statistically independent, while those in a oombined list 

--· \' --;:::::;:: :>E' 

* ' 

_ .. _. 
Figure 6.3. A typical traverse layout. 
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are in general correlated (McKay, J 973). ,.\fter consid· 
ering these aJtcrnatives, NOS decided to use the single 
lists from the abstracts. In general, therefore, "a hori­
zontal direction" is taken to mean the direction found 
on the bottom of an abstract1 which is the mean of 
forward and reverse :readings at several positions of the 
horizontal circle. 

The ".'lGS files were estimated to contain 2.5 million 
horizontal direction observations, an average of more 
than 10 observed directions per occupied station. The 
number of slngle: directions making up the observation 
is a function of the desired precision of the result. For 

~OJ.l ro«1116-U 

,:J'ut.1117E.tf: 
".,~' 

USl ~ (,::, 

first-order triangulation stations, it was customary to 
observe 16 individual directions from whi<:h a mean 
direction was computed on the abstract. Landmarks, 
such as water tanks, church spires, and other conspicu­
ous objects., were observed with only four directions. 
On occasion, in modern urban survey projects, eight 
directions were observed for these same objects, The 
precision of observed horizontal directions to land· 
marks was correspondingly lower. 

The precision of horizontal directions, in general, is 
given as a function of the observing procedure used. 
The observing procedure involves {arnong other things) 

ABSTRACT Of OIR£t1lOM9 
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\<li!Y!*l} 
o· oo~ 
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Figure 6.4. Sample of completed form, "Abstract of Directions." 
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the precision of the theodolite used and the number of 
settings of the horizontal circle_ The observing proce~ 
dure selected generally depended on the intended order 
of the two endpoints of the line. Table 6.1 gives the 
standard deviation of a single observation and the 
average number of telescope positions for each order 
of observation, 

As an example, consider a direction observation 
from a second-order station to a firs1--0«ier station: The 
lower order observation takes precedence. Thus assum­
ing 16 positions of the telescope1 the standard de~ 
viation of the mean of 16 direction observations will be 
2,8/ \/16 = 0.70 arc second. 

TABLE 6.1.-Precision of direction observations 

Standard 
deviation Nll.rnber of Resulting 

Order cf of a single ckcle standard 
oh~e1vation observatior. pcsaioos deviat~on 

(arc 5ee} (arc 11«:} 

High-precision ~,{) "' (tJ5 
Firs1-order 2..4 16 (L60 
Seoond.fJJ'de! 28 16 0.10 
Thir<l-order J.4 8 l.20 
lobttsec1ion '·' 4 :too 

t $11<.lee!! pasi:iom; on 2 separate nighw 

6.!.1.2 Astronomic ,4zimuths 
Astronomic azimuths were required to provide ori· 

entation to tile network.. The NOS files contained 
about 5,000 astronomic azimuths between points of the 
horirontal control network, taken over a period of 130 
years. About 75 percent of these azimuths were ob­
served since 1960. mostly as part of the Transcontinen· 
tal Traverse surveys. 

Precision estimates of astronomic azimulhs have 
been found to be poor indicators of accuracy. In the 
late 1970s, a systematic analysis was performed by 
members of the Gravity, .J\stronomy, and Satellite 
Branch of NGS to determine the error budget of 
astronomic data, including astronomic azimuths. {See 
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chapter 8,) The development of correct accuracy esti~ 
mates involved statistical evaluation of repeat measurC"' 
ments and a careful attempt to idenlify error sources. 
Whereas the internal precision of astronomic azimuths 
was 0.3 arc second, the analysis of the totaJ error 
budget showed that the accuracy of these observations 
is actually about 1.1 arc socond. 

6.1.l.3 Taped and EDM Dis1ant..'es 
At the beginning of the New D.atum Project, the 

NGS files contained several hundred base lines mea· 
sured with great care by precise tapes. Their precision 
was estimated to be 1 in 500,000. Almost all of these 
taped base lines had been observed prior to 1960. 

The measurement of base lines by taping was quick· 
Iv abandoned when EDM equipment was introduced. 
Suddenly relativel}' Jong distances could be measured 
routinely with great ease. Projects executed with EDM 
contained hundreds of distance measurements. The old 
triangulation with only a few base lines was trans· 
formed into triangulation with saturation level distance 
observations. What old triangulation had been lacking, 
scale, was suddenly present in abundance. Large re­
dundancies in distance observations contributed to an 
increase in accuracy for modern triangulation projects. 
The 19th-century estimated accuracy of triangulation 
~ l in 25,000, whereas with the advent of EDM the 
estimated accuracy of modern triangulation projects 
increased to I in 200,000. 

In September 1974, NGS had the following invefi" 
tory of distance observations: 

Type 

EDM tlistz.nres {lightwave 1l'fitnune11t:;) 
EDM distances (micr<>wave iru;tn;_fl',entsi 
Taped base Ji~ tNGS) 

Unfortunately, the EDM measurements which 
formed the bulk of the holdings of distance measure­
ments had been taken in a period when great changes 
occurred in instruments, observing procedures. and 
processing procedures. As a result, the data bad not 
been treated consistently. Most of the measurements 
had been partiaUy processed and were stored as sea 
level distances {Le .• distances along the geoid}, 

The following variations in processing were found: 

The most current value for the speed of light was 
not always used. 

• 'fhe second velocity correction was not always ap· 
plied. 
The beam curvature correction was not always ap­
plied. 
Different refraction models. were used. 
1·he computations for transforming lengths from in­
strument-to-instrument down to mark-to-mark were 
not always done correctly. 
The arc-to-chord correction was not always applied, 

• The most recent frequency count for an instrument 
on record was not alv1rays applied as a correction to 
the meas.uring frequency. 

The delav line conversion data ror Geodimetet ob­
servatio~ were not always computed and applied in 
the same way. 
Not aH co1nputations were carried out using double 
precision arithmetic. 

Because of these variations. it was decided that all 
EDM distances in the NGS files should be recom­
puted, starting with the field notes. For each mensure­
ment, the computed quantity was the mark~to-mark 
distance. A series of meas.urcmenls made on a single 
night was n1eaned to produce a single obser'<ation, but 
observations carried out on different nights were kept 
as separate observations. 

A large number of the EDM observations bad been 
taken as part of the high precision 1·ranscontinental 
Traverse {TCT) su.rveys of tbe 1960s and 1970s. In 
these surveys all observations~the directions, as~ 
tronomic azimuths. and distances-·were executed 
twice. Observations. were made on 2 different nights, 
with different instruments and different observers. On 
some long lines, meteorological observations. at the 
midpoint of the line were made with the help of 
balloons.. On occasion, airplanes were flown along the 
line of sight to collect meteorological data to be used 
for correcting the obser\'ations for atmospheric refrac· 
ti.on, The T(.J constitutt:d an independent survey net­
work, When adjusted by itself, the TCT neti,\rork re­
sulted in coordinates estimated to have an accuracy of 
1 part in 1 million. Furthermort:, the TCT survej's 
used ex.isting points along the survey path whenever 
possible. ,\s a result, ex.is.ting portions of the network 
were strengthened and strong connections between pi'e" 
viously unronn!Xted arcs of triangulation were created. 

Electronic distances were determined primarily with 
Geodlmeters. During later years, laser Geodimetcrs 
were used exclusively. '!"olGS has alway~ considered the 
cl.ass of instrnments operating al lightwave frequencies 
to be superior to the class of instruments operating at 
microwave frequencies. For high precision work !';GS 
used Geodimeters exclusively. This extensive exper­
ience bas contributed to a clear understanding of the 
technology, including the determination of the error 
budgeL Geodimeters have determined distances to a 
precision of I to 3 mm plus l part per million (ppm). 

6.J.2 Supporting Data 

6.1.1.l Zenith Distances 
Zenith distances were measured in order to deter· 

mine the elevation differences between pairs of points. 
Older specifl\:'.ations. did not require knowledge of the 
heights of borizonial control stations, For many older 
horizontal control stations, the height is known only by 
barometric measurements, by photogrammetric mea~ 
surements, or by scaling from topographic maps. Mod­
ern specifications require that a number of points be 
connected to bench marks-points for which elevation$ 
are known to high precision-while the remaining 
heights sbould be surveyed by zenith distances. The 
modern specifications were instituted to support the 
precise EDM measurements. Precise distance observa­
tions require reasonably good elevations for the reduc" 
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tion to the geoid {and ultimaLely to the ellipsoid). The 
standard deviation of the mean for zenith distances is 
contputed to be 5.0 arc seconds , l.O arc second/km. 

6.1.3 NAD 27 Geodetic Positions 
The preliminary and adjusted ~-AD 27 positions of 

control points were often stored in the projeet folders. 
These served the following tasks: 

associate observations with ~itioru., 
provide positions during the project ..-alidation phase 
of the NAD project, and 
use as preliminary coordinates (after transformation 
to the proper new datum) for the adjustment 

6.2 FORMAT DEFINITION 

Having identified the terrestrial data to participa1e 
in the new adjustment. it was necessary to define an 
appropriate fonnat so that the data could be placed 
into machine-readable form, The dominant input tech­
nology at the time was the 80-column punched card. lt 
was necessary that any input format be constrained to 
SO-character records and that projects be assembled as 
physical card decks. The format selected ~·as one that 
had already been developed for a c-0mputer program 
named TRAVOl. This computer program had been 
written for the purpose of performing least squares 
adjustments of TCT observations, and this purpose was 
the source of the name. However, the program "'as 
equally useful for adjusting other projects. It became 
the standard tool for validating projects. and its input 
forn1at became tbe standard for placing terrestrial data 
into machine-readable form. The original program was 
replaced by a series of new versions named TRA V02, 
TRAV03, etc., eventually ending with TRAVlO 
(Sch1,1,.arz, 1978). (Programs named TRAVl l and 
TRAV12 were written but never placed in production.) 
Through all the program versions, the computerized 
input format, called a Trav-deck, remained essentially 
the same, 

The Tr-av-deck represented an interim storage mode 
for ""automated" projects, All 5,000 individual survey 
projects were keyed in this format. Eventually the data 
in the Trav-decks were entered into the NOS data 
base and the decks themselves were no longer of im· 
portancc, 

By 1976, NGS defined its .. Input Formats and 
Specifications of the National Geodetic Survey Data 
Base" {FGCC, 1989). This represented a more general 
and comprehensive format and subsequently became 
the standard, By the end of the Nev.· Datunl Project, 
the Trav-deck was superseded for au purposes. Its 
importance is historic, only representing the storage 
format for hori7.ontal network projects during the ini~ 
tial ..-alidation phase of the ~AD 83 project. 

6.3 HISTORIC DOCUMENTS 

6.3.1 Project An:hive 
Individual field projects, as well as the accompany­

ing offiee computation folder. were stored in ca· 
h!ers-the contents of standard folders-and were 
classified by state. 

The archive was classified according to library 
methods resulting in a system of abbre11iations as fol· 
lows: 

A ASTRONOMY 
G GEODESY 

GA Descriptions of stations 

• 

GTZ Triangulation 
H HYPSOMETRY (PRECISE LEVELING) 

Certain suffix.es added the following meanings: 
R reconnaissance 
Z computations 
•office computations 

F'or example, GTZ, simply means GEODESY. TRI­
ANGULATION, OFFICE COMPUTATIONS. 

The maj-Ority of cas<!!S involved the field portion of 
the project~the GTZ-stored in one or more cahiers. 
The office computatlon cahier-the GTz· -was usu~ 
ally separate, Both the GTZ and the GTZ' would 
coexist in parallel. Jn some cases, as for example when 
the documents of a small project would fit into one 
cahier, the GTZ would be changed to a GTZ" by 
adding the office computations into the field records 
cahier. 

The most complex case occurred when a large ge-0-
graphlc area was readjusted, All GTZ cahiers as well 
as GTZ~ cahiers in that respective geographic area 
would be collected and the resulting set of cahiers 
would be different from the input. 

The identification of individual observations \lt'ith 
the appropriate archive number-the GTZ num­
ber-was one of the goals of the automation process. 
On oceasion, when this was difficult. exceptions had to 
be made, For example, there were cahiers which con­
tained abstracts of directions from more than one 
project. In such cases. the GTZ~ number was used 
lnstead of the GTZ number. 

[n 1974 a committee of senior geodesists was 
formed rn re,.iew archival projects, The purpose was to 
identify and delete those survey project!.\ which were of 
little or no ,.·alue to the network adjustment This 
group was named the "Committee lo Review :<\rthival 
Projects," Several hundred projects were identified and 
remo,.·ed over the years. In rare cases it was found that 
individual points did not connecl to the network, and 
thus had to be removed. 

6.3.2 Coding of Documents arid Assembly of Projects 
The Trav-deck format contained separate sections 

for the different data types. such as directions, 
azimuths, and distanc~. The material in the folders 
was separated and sent for keypunching according to 
data type. NGS developed a d0<.-ument called "Tr~v­
deck Procedures," which provided standard operating 
procedures for each class of documents. These proce­
dures covered the review of documents in the folders, 
preparation of documents for keypunching, quality 
control of the key entry process, and assembly of the 
punched <::ards into Trav-decks (National Geodetic Sur­
vey, 1979), 
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Some data elements were included in the Trav~ 
decks but were not used directly in the ne'I\" datum 
adjustment. ,.\mong these were the order and class of 
the observing station, and the state plane coordinate 
zone of the observing stations. The date of the observa­
tion was used only to compute crustal motion correc­
tions in areas of signlficant motion. according to the 
J1)0del in chapter ?7 'fhese were lncJuded because 
lhey were judged to be potentially useful ta investiga· 
tions and procedures that might take place after the 
new datum adjustment. The effort required to in<lude 
these additional elements was minimal as long as they 
were coded along with the other elements reauired for 
the new datum adjustment. • 

A great effort was expended to ensure the correct 
determination of station order and type. the coding of 
the observations proper, and the iXlrrect assignment of 
the standard deviations of the observation:> (National 
Geodetic Survey, 1979). 

6.4 VALIDA 1101' OF ASSEMBLED PROJECTS 

6.4.1 Guidelines 1111d Procedures 
The coding and subsequent keylng of projects re­

sulted in a computer-readable file containing a T:i<lv· 
deck. An unconstrained least squares adjustment was 
performed with each and every such Trav-deck. The 
main purpose of ihis adjustment was verification of the 
coding of the observations. Bad or improper coding 
would result in unacceptable results from the uncon­
strained adjustment. This procedure was iterated until 
all parameters came within the specified tolerance. A 
single project, therefore, might be adjusted up to four 
times before the project was judged to be acceptable. 

6.4.2 Sortware 
The Trav~deck validation "''as pe1formed by pro­

gram TR:\VlO, which was capable of performing a 
least squares adjustment of all horizontal observa1ions 
in a project (Sch"·arz, 1978). TRAV10 performed a 
two-dimensional adjustment on the ellipsoid. It used 
the Cholesky solution method with a variable band 
storage scheme, The normal equations were partitioned 
into variable sized blocks stored on a random access 
device and recalled into mcmorv when needed, 
TRAVlO atso used a station reordering scheme in 
order lO reduce both normal equation storage and the 
number of arithmetic operati0ns. During the period 
that Trav-decks were being keyed and validated, the 
TRAVlO program was run as many as 30 tirr1es per 
day. 

6.5 SPECIAL CONSIDERATIONS 

6.5.l Data Sel«tion 
Within NGS, considerable discussions took place on 

the subject of exactly which observations should be 
used in the !'J.A.D 83 adjustment. Some said that only 
the most precise observations should be used in the 
adjustment because the inclusion of less precise ob-

servations would contaminate the precise ones. Othern 
said that the adjustmenl should contain all observa­
tions as long as the precision of each observaLion "'·as 
properly identified. 

The alternati.,e :.elected was the latter: all observa~ 
tions {250,000 stations) w·ere used. A number of at· 
guments contriblitcd to this decision: 

Considerable effort had been expended in determn:r 
ing the precision of the observations, ,<\.s a result, it 
was possible to le-t the adjustment program combine 
the ob~ervations, assigning weights based on the 
precision of each observation. 
The composition of each of the 5,000 projects pre~ 
eluded a clear separation between the precise and 
Jc_'~ precise observations. Separation was difficult 
and clumsy. Even if the pr«:ise Part ... ,.as separable, 
what was left of the projea was oo longer an 
adjustable entity by itself. It depended heavily on 
the higher crder survey that had been removed. 

• Perfornting the new adjustment on only a subset of 
the network was unacceptable because no one could 
ensure an orderly continuation of the project once 
the main solution was in hand, 

6.5.2 Special Parameters 
During the period that projects were being put into 

machine~readable form and validated, it bocame clear 
that soxne of the projects submitted to NGS by the 
highway departments of some states presented special 
problems, Records indicated that not all highway de.­
partments had calibrated their EDM iMtruments prop­
erly and reliably, As a result, scale differences. up to 
lO parts per million (ppm) between the NGS measure~ 
ments and those of some stale highway departments 
were not uncommon. The larger differences generally 
involved microwave-frequency EDM instruments. 

Vidal Ashkena.zi. who at the ti.me was a Visiting 
Senior Scientist at NGS, suggested that it should be 
possible to solve for these scale differences in the 
overall network adjustment As a result of this sugges­
tion, additional parameteTh, called .. observation class 
deck" parameters, were Introduced into the mathemat­
ical modet These were ui:;ed almost exclusively to 
represent the scale error of highway department instru­
ments. During the project validation phase, NOS iden­
tified 30 state highway department instruments for 
which it had observations. Special scale parameters 
were added to the adjustment for each. The soluxion 
given in chapter 18 shows that many of these param~ 
eters are indeed significantly different from zero and 
that their inclusion is therefore important. 

6.6 CONCLUSIOS 

The coding, keying, and analysis of 2.5 million ob­
servations constituted a major task within the NAD 83 
project. This effort proved to be the most laborious 
and ex.pensive task of the entire projec-t, at limes 
involving as many as 35 people. The positi'le benefits 
were twofold; In addition to the successful completion 
of the NAO 83 project, the observations are now in 
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oomputcr-readable format accessible for current ap­
plications. Before the project began, these observations 
"'ere on paper in 5,000 different cahiers. 
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7. STRENGTHENING THE NETWORK 
THROUGH FIELD SURVEYS 

Edward J. McKay 

7.1 REVIEW OF NETWORK DEFICIENCIES 

ln 1971. prior to beginning the new adjustment of 
the North American Datum, a comprchensi"e review 
of the U,S. horizontal control network was performed. 
This review was undertaken to determine the number 
and extent of new field surveys that would he required 
to ensure that the relative distance accuracies between 
pairs of adjacent points did not exceed one part in 
100,000. Although this review had a specific objective, 
it was pan of a mQre general plan titled "Objectives 
for Geodetic Control"' (Coast and GeOOetic Survey, 
1968). This plan detailed the spacing and accuracy 
requirements for continuing and completing the hori· 
zontal network based on a priority system. 

At the time of the comprehensive review, the ob­
servational data bad not been converted to oomputer­
readable form; hence, a rigorous sts.tistical network 
analysis was not possible. Instead the review was per­
formed by visually examining geodetic network dia­
grams and locating areas where the network was 
judged to be poorly configured or lacked sufficient 
scale and orientation. Tbe criterion used to determine 
where the network Vl3-5 poorly connected was essen­
tially the 20-percent rule, as given in the Federal 
Geodetic Control Committee (FGCC) publication, 
Specifications to Support G'{assificalion, Standards of 
Accuracy, and General Specifications of Geodetic 
Con1rol Surveys (FGCC, 1980). Similarly. the cri­
terion used to determine where additional base lines 
were needed was to count the number of figures be­
tween existing base lines. A new base line was added IC 
it substantially exceeded the FGCC specification for 
first-(]rder triangulation. A similar procedure was fol~ 
towed to determine where additional astronomic azl~ 
muth observations were needed. ln general, the rule of 
thumb for such networks dictates a base line and 
azimuth about every fourth figure, or every 40 miles. 

7.2 REASSESSME,'iT 

The original evaluation of the network: indicated 
that about 10,000 km of ne1,1.· arcs, or in some in· 
stances traverses. should be observed. A subsequent 
reassessment of the network showed that the accuracy 
requirements could be satisfied if 6,000 km of new 
surveys were observed at strategic locations, along with 
the addition of satellite Doppler pm.itions. 

A priority system was established, based on the 
following criteria: 

l. Ensure that aJI areas of known weakne$$. were 
strengthened. 

2. Complete or tie-off partially completed surveys. 
3. Prioritize surveys according to population den­

sity and economic and national resources de't·el­
opment. 

4. As resources allowed, provide a general strength­
ening of the network. 

7.3 ACTUAL NEW Sl:RVEYS 

The beginning of the NAD 83 project placed a 
sense of urgency on the plans for strengthening the 
network. The new surveys would have much greater 
value .if they could be used in the fundamental adjust­
ment. This required that all ne•'' surveys be completed 
by the date at which the data set for the adjustment 
was frozen (1981}. 

Only about 5Q percent of the planned field work 
(6,000 km) was actually completed. Most of the sup­
porting arcs and traverses originally planned for the 
portion of the United States east of the Mississippi 
River were observed, but the number of arcs and 
traverses planned for the western portion was reduced" 

7.4 BASE LIJl.l'S, ASTRONOMIC AND GRAVITY 
OBSERVATIONS 

[n addition to entire field surveys needed to connect 
parts of the network that were designated as "'weak," 
individual new base lines and azimuths were measurei:t 
The original evaluation performed in 1971 proposed 
the measurement of about 600 new base lines and 600 
new azimuths. Of these, only about 60 new base lines 
and 60 new astronomic azimuths were actually ob­
served. 

Another field surveying effort involved the observa· 
tion of astronomic latitude and longitude at 106 sta· 
tions. These observed values were used to form 
observed deflections of the vertical, which were then 
used to control the astro-gravimetric prediction of de-­
flectio:ns at other network points. (See chapter 16.} 
The criterion used by ~GS was that astronomic posi~ 
tions would be observed at any station where the 
correction to any observed horizontal direction due to 
the deflection of the vertical could reach 0,5 arc sec­
ond. 

r-;o new gravity surveys were performed to support 
the compulation of the deflections of the vertical. 
NGS' gravity data base had sufficient data, a distribu­
tion of at least one point for each 5 arc..minute square. 
to support this aspect of the NAD 83 project. 
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7.5 THE TRANSCONTINENTAL TRAVERSE 

A field surveying program that was not begun ex~ 
pressly for the NAD program, but had a major impact 
on NAO 83 results. was the high-precision Transconti• 
nental Traverse (TCT), This project officially began in 
1961 to support the SateUite Triangulation Program by 
providing very long (continental) base lines. TCT is 
comprised of extremely accurate length, angle, and 
azimuth measurements in somewhat rectangular loops 
spanning the continental United States. Originally usw 
ing a specially designed observing scheme of elongated 
polygons, which was later revised to elongated tri­
angles and finally to single line travem., TCT provided 
position control of approximately one part in l ,000,000 
between connected stations. Two different observers 
measured each line on different nights, using at least 
two high.accuracy electronic distance measuring instru· 
men ts. 

As stated in chapter 6, all distance measurements 
for the TCT project were made from towers at least 
10 m in height to obtain a representative value for the 
refractive index along each line. Atmospheric pressure, 
temperature, artd humidity \o"alue& were recorded at the 
endpoints of the lines. with mid~line temperatures ob­
tained for some lines. The sight paths of several of the 
longer lines were flown, to obtain meteorologicat values 
along the entire line. In addition, first-order astronomic 
position and azimuth observations were made at the 
initial and go-ahead stations of the particular configu­
ration used. The azimuth observations were also taken 
on 2 nights with a different observer using a different 
instrument each night. Observed horizontal directions 
to all adjacent stations were generally included with 
the direction to Polaris. 

The TCT project (22.000 km of ultra-precise mea­
surements), combined with the Doppler satellite posi· 
tioning program. provided a uniformly high standard 
of accuracy for the network in all regions of the 
country. 

7.6 TODAY'S HORIZONTAL GEODETIC 
NETWORK 

While the field effort in direct support of NAO 83 
fell short of the recommended amount of new first· 
order surveys, base lines and astronomic azimuths, the 
new observations that were accomplished contributed 
substantially to the new adjustment The overall horl~ 
zontal network meets the stated accuracies for the 
individual control points, There are still areas of the 
United States that la<::k adequate geodetic control and 
those which should be upgraded with new field surveys 
using the Global Positioning System. This new work 
represents NGS' post~NAD 83 surveying activities. 
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8. EXTRATERRESTRIAL DATA 

William E. Strange 

8.1 ASTRONOMIC OBSERVATIONS 

8.1.J Introduction 
The NAD 83 adjustment made use of astronomic 

observations taken over a J 30·year period at approxi­
mately 5,000 stations. Although these measurements 
extended over a long period, most observations are 
relatively recent More than half are associated with 
the establishment of the Transcontinental Tmverse in 
the 1960s. The most important application of as­
trono1nic measurements was to control locally the ori· 
entation of 1he KAD SJ net.work bv establishment of 
Laplace stations, stations where a;tronomic azimuth 
and longitude were observed. Astronomic latitude was 
also measured at most stations. (See fig. 8.1.) 

Astronomic latitudes and longitudes also entered the 
height controlled three-dimensional mathematical 
model directly. (See chapter 12.) The measured ~ 
tronomic positions were a primary data source in the 
astro-gravimetric process which formed estimates of 
deflections and geoid heights at all occupied stations. 
(See chapter 16._) For the inajority of stations the 
nstro-gravimetric interpolation was sufficjent. liowever, 
where horizontal angles were measured over lines with 

vertical angles in excess of 7 degrees greater accuracy 
was needed. Therefore. a special observation program 
was undertaken to obtain astronomic latitude and lon­
gitude observations at stations with vertical angles 
greater than 7 degrees. This special observation pro­
gram involved approximately 115 stations. 

Considerable effort was expended in analyzing the 
astronomic observations before they were used in the 
adjustment l\nalysis focused on two subject~: {l) derf­
vatJon of the corrections required to relate the mea­
surements made over the entire 130-year period to a 
common coordinate system, and {2) determination of 
satisfactory estitnates of observational error. 

8.1.2 Astronomic Azimuths 
The majority of astronomic azimuth measurements 

made by NGS used the "direction method," as de-­
scribed in U5'C&GS Special Publication 237 (Hoskin­
son and Duerksen, 1947). Observations on 2 nights 
with 16 positions of Polaris observed on each night 
(usually with a dlfferent observer on each night), re­
sulting in a formal standard error of ~0.45 arc sec. 
ond, was required for a first-order azimuth" 

-115 -110 lO':i -100 -95 -9Q -35 -80 -75 -70 -CS 

-125 -:20 -100 -95 -90 -85 

Figure S.l. Astrooomic latitudes and longitudes included in NAD 83. 
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Although the formal standard error of a first-order 
azimuth determination is ± 0.45 arc second, repeat 
determinations have demonstrated that this formal er­
ror overestimates the accuracy. Thus in the mid-!970s 
a study was undertaken to determine realistic esti­
mates of astronomic azimuth error. The results of this 
study have been reported in detail elsewhere (Carter et 
al., 1978) and will only be summarized here. 

Estimates of astronomic azimuth accuracy were de­
termined using analysis of variance (ANOV A) meth­
ods with various sets of repeat observations at a sta­
tion. The error sources investigated were random error, 
individual instrument bias, observer bias, and differ­
ences in instrument types and observing procedures. 
An investigation of the latitude dependence of azimuth 
error was also conducted since such a latitude depen­
dence was to be expected due to the increasing eleva­
tion angle of Polaris with increasing latitude. 

Analysis of 88 pairs of repeat daily azimuth deter­
minations extending over a latitude range of 16 
degrees (32° to 48°) indicated an increase in the 
standard error of a 16-position daily determination of 
azimuth of +0.012 arc second per degree increase in 
latitude. This was in agreement with an estimate of 
Mueller (1969) of a standard error increase of ±0.011 
arc second per degree increase in latitude over the 
range 30 to 50 degrees. The conclusion was that, over 
the range in latitude in the conterminous 48 States 
where the direction method of azimuth determination 
is used, the latitude dependence of azimuth standard 
error was negligible and could be ignored. 

The conclusion of the analysis of repeat astronomic 
azimuth determinations was that the formal standard 
error associated with astronomic azimuth determina­
tions was not satisfactory. The formula recommended 
for determination of the standard error for a single 
night's observations by a single observer was 

(8.1) 

where: 

i'.TR random error of single position 
us systematic error associated with the night's 

observations 
u.., Standard error of the night's observations 
N number of observations. 

The values derived for the error components were 

uR = ± 1.7 arc seconds 
i'.Ts = ± 1.4 arc seconds 

In this case the standard error for a typical 1 night 
observation involving 16 observations of position would 
be about ± 1.5 arc seconds. 

The analysis indicated that the primary source of 
systematic error was a personal equation of the observ­
ers with a generally much smaller contribution from 
systematic instrument bias. Thus the proposed stan­
dard error to be assigned to a first-order azimuth 
determination (2 nights of observations with 16 posi-

tions of Polaris determined each night) was estimated 
to be: 

± 1.4 arc seconds - when observations were 
made on both nights by the same observer using 
the same instrument. 
± 1.1 arc seconds - when a different observer 
and instrument were involved each night. 

8.1.3 Historical Summary of Astronomic Latitude 
Determination 

Systematic observations of usable astronomic lati­
tudes by the USC&GS began in 1851. Between 1851 
and 1914 zenith telescopes, transit telescopes, and me­
ridian telescopes were used. During the period 1914 to 
1959 the Bamberg broken telescope transit instrument 
was used. Since 1960 the Wild T4 universal theodolite 
has been used. Almost all latitude determinations have 
been made using the Horrebow-Talcott method. Prior 
to 1910 it was common to have observations extend 
over a number of nights and to make multiple observa­
tions of star pairs. During the period 1900-l O studies 
made by Bowie (1917) determined that single observa­
tions of 15 to 25 star pairs on a single night were 
adequate. Since 1910 single night, single observations 
of 15 to 25 star pairs have been used for astronomic 
latitude determination. The standard used in recent 
decades is single observations on a single night of 16 
star pairs for a first-order astronomic latitude and of 8 
star pairs for a modified first-order latitude. Modified 
first-order latitudes have been observed primarily in 
connection with the high accuracy Geodimeter Trans­
continental Traverses ·carried out in the 1960s and 
1970s. 

8.1.4 Coordinate System Corrections 
The implied coordinate system for astronomic lati­

tude determinations is not dependent upon highly ac­
curate timing. Therefore, satisfactory reduction of as­
tronomic latitudes to a common coordinate system 
required only the relating of the various star catalogue 
declination systems used to the proper declination sys­
tem for NAO 83 and application of proper polar 
motion corrections. 

Table 8.1 lists the star catalogues used for as­
tronomic latitude determinations. The information for 
this table and all subsequent tables except table 8.2 
was taken directly from Pettey and Carter (1978). 
Prior to 1908 some 48 star catalogues were used in 
latitude determination. A list of these catalogues ap­
pears in USC&GS Special Publication 110 (Beall, 
1925). During the period 1851 to 1907 many latitudes 
were recomputed as improved star catalogues became 
available. No attempt was made to correct pre-1908 
latitude determinations by recomputation using star 
declinations updated to the FK-4 star system. To do 
this would have required going back to the original 
observations, identifying the stars used, and on a star­
by-star basis determining each star's FK-4 declination 
using the Smithsonian Astrophysical Observatory 
(SAO) Star Catalog (Smithsonian Astrophysical Ob­
servatory, 1966). The improvement was not considered 
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worth the effort involved since: (1) the formal standard 
etrors of latitudes computed using these older cata· 
logues were not greatly different than those obtained 
with modern catalogues, implying the internal consis­
tency of the older catalogues was a.bout equal to that 
of modern catalogues, and (2) comparisons of 
1851~1907 latitudes with recent repMt measurements 
that were reduced u~ing f'K·4 declinations indicate no 
gross &ystematlc declination differences between the 
older catalogues and FK·4, 

TABLE 8.l .~Caralogues used in latitude 
determination 

fPrttr:y amt Car/er. 1978/ 

Catalogue 
Stations Cataiug;;e> system 

Per'.•:ni determined "'"' for latlt;;des 

IS46 to l9-07 L003 Various {48l Vario1,.s 
1908 lo '.919 '" PGC" (Ikru) FKJ \q1,1aoil 
1940 10 ;96? 1.693 GC !lk6s) fKJ (qll<Jiii) 
1'~611 10 present .- 1.270 SAO FK4 (quasi) 

Between 1908 and 1939 the Boss Preliminary Gen­
eral Catalogue {PGC) was used for latitude determina­
tions, between 1940 and 1967 the Boss General Cata­
logue (GC), and since 1968 the SAO Star Catalog, 
Corrections were made to the latitudes computed be­
tween 1908 and 1967 to place them on the FK-3 
decli.nation system. For the period 1910 through 1940 
the tabl~ of Nowacki (1935) were used, for the period 
1940 through 1962 the tables of Kopff (1937), and for 
the petiod l 963 through l 967 the tables of Borsche. In 
each case the con,,.ersion tables divided the sky into 
right ~nsion-declination :tones and gave a mean cor­
rection for each zone. These mean correetions were 
applied on a star-by-star basis to convert the latitudes 
to the FK-3 declination system. 

A study \\'1\S made to determine if additional correc­
tions should be made to convert from the FK-3 to the 
FK-4 declination system, However. it was determined 
that the FK-3/FK-4 declination system differences 
were so small as to make the correction unnecessary, 
averaging less than 0.01 arc second. The SAO Star 
Catalog that was used to reduce observations taken 
since 1968 is a quasi FK~4 catalogue in that stars not 
in the PK-4 catalogue hav<: been corrected for system· 
atic declination differences using zone corrections to 
place them Jn the FK-4 system. Most of the stars used 
for latitude determinations since 1968 have had their 
fK-4 positions determined in this way rather than 
using stars referenced in the FK-4 catalogue itself. 

From the above discussion it can be seen that the 
astronomic latitudes observed since 1907 should be 
expected to show no significant systematic differences 
from the FK-4 declination system. However. the rao­
don1 errors will be larger than would be the case If 
only stars in the FK-4 catalogue had been observed 

To verify that the qua$i FK·4 system defined by the 
SAO catalog gave astronomic latitudes in the desired 
declination system, NGS teams made latitude observa­
tions directly at the International Latitude Service 

(ILS) station at Gaithersburg and at the Bureau Inter­
national de l'Heure (BJH) station at the U.S. Naval 
Observatory, Forty star pairs were observed on each of 
3 nights at the two stations. Table 8.2 compares the 
BlH and NGS latitudes at the two sites. Clearly the 
declination system used by 'KGS is sufficiently close to 
the BJH system that no significant error occurred. 

TABLE 8.2.-Comparison of }VGS and BlH l41irudes 

Ll!tilude 
Observalory (deg) (mi:i) 

Gaitlrmiburg lnfematlanal Latitude ~i« $catkin 

KGS,,, ""'"""""'"""""""' 39 OS JJ.15 
BlH .. 39 08 1.1.10 

U.S. sa~al Obsm11tory Plmtngraphk Zenith Tu~ 

Cm::::rtainty 
(ar~ sec) 

±0_[!8 

NGS. 38 55 !6_95 ±0.05 
BlH ....... ,, ...... , .. """""' .. , 3~ 55 !6.86 ----

8.l.5 Estimation or Errors of Astronomic Latitade 
1>€terminati-Ons 

To lnvestigate the change in random error of a 
single star pair latitude determination, formal standard 
deviations were oomputed for various time periods in· 
volving different instruments and/or star catalogues. 
The formal standard deviation of a single star latltude 
was derived by comparisons of the single star 1atitudes 
with the grand mean of all latitudes computed during 
a setup. Table 8,3 gives the formal standard devi­
ations, As ~hown, the random error associated with a 
single star~pair observation has not changed signifi­
cantly since latitude observ·ations began. 

TABLE 8.3.-Sia!istical variability of latitude 
determinarions 

[Pettey and larier. }978) 

rr 

Star Sta> p.iir 
Period truilrurnent ca~aiogu.: (arc >ec) 

1841-!9-0? ZT, MT, VT Vininao 0.65 
1908-191J .. ,.,. ZT PGC .50 
1914--[939 ,, ..... Bamberg PGC '0 
t940-l9S6, . .... ..... Bamberg GC " [957-: 967. ... " T-4 GC 7J 
L 948:.pnii;er.t .. - .. T-4 SAO ,&l 

To test for systematic error a Model 11 analysis of 
variance was carried out for repeat observations at 20 
stations where latitudes had been determined on 2 or 
more nights during the period 1913 to l976. Data 
taken on 54 nights were exaniined. 

The results were: 

a" = 0.714 ar<:: second = \\'ithin-sets standard 
deviation 

IId = 0.267 arc second = between-sets standard 
deviation 

The \T-lthin--sets variance is in excellent agreement 
with the data given in table 8.3. 
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A similar Model II analysis of variance was under­
taken using data from 13 stations where initial ob­
servations were made during the period 1851 to 1906 
and repeat observations from the period 1957 to 1975. 

For these data the results showed: 

ur = 0.729 arc second = within determination 
standard deviation 

rrp = 0.259 arc second = between determination 
standard deviation. 

Given that accurate polar motion data were not 
available for the pre-1900 data and the pre-1908 data 
had no corrections applied to correct to a common 
coordinate system the value of rJP is unexpectedly 
small. The most logical explanation is that, on the 
average, failure to make corrections to the pre-1908 
data did not significantly impact the accuracy of the 
results. 

Based on the above analysis it was decided to assign 
the astronomic latitudes used in the NAD 83 standard 
errors given by 

where 

ffp = 0. 72 arc second 
ad = 0.26 arc second 
N = number of star-pair observations. 

8.1.6 Astronomic Longitude Determination 

8.1.6.I Historical Summary 

(8.2) 

Since the beginning of astronomic longitude ob­
servations in the late 1840s, changes and improve­
ments have occurred involving instrumentation, star 
catalogues used, methods of obtaining time, accuracy 
of time signals, and observing programs. These 
changes have introduced considerable complexities in 
relating all longitudes to a common longitude origin, 
causing accuracies to change substantially with time. 

From the beginning of astronomic longitude deter­
minations through 1922, the telegraphic method of 
longitude determination was used, except for a few 
stations in Alaska. By means of the telegraphic method 
differential longitudes were determined with the tele­
graph used to synchronize timing at the two stations 
involved. A detailed description of these methods can 
be found in Bowie (1917). Significant instrumentation 
changes prior to 1922 included replacement of merid­
ian transits by the smaller, more portable, broken 
telescope transit at about the turn of the century and 
the introduction of the tracking micrometer in 1904. 
With the telegraphic method, connections to the lon­
gitude origin were made using differential measure­
ments between Greenwich, England, and North Amer­
ica by way of St. Pierre Island and Newfoundland. 
Approximately 300 longitudes were determined using 
the telegraphic method through adjustments of the 
differential longitude measurements obtained. 

Beginning in 1922 the wireless (radio) method of 
longitude determination was initiated. Time signals 
were recorded and longitudes of stations were deter­
mined directly using the recorded time information 
and catalogues of star positions. From 1922 to 1962 
NGS used time signal information furnished by the 
Time Service Division of the U.S. Naval Observatory 
(USNO). Since 1962 time information was obtained 
from the BIH. Three star catalogues were used by 
NGS in the post-1922 time period for astronomic lon­
gitude determinations: the Eichelberger Catalogue dur­
ing 1922 to 1939, the FK-3 catalogue from 1940 to 
1961, and the FK-4 catalogue for the post-1961 period. 

Additional complexities were introduced when NGS 
related its longitudes to a desired common origin of 
longitude. These resulted from (I) changes in star 
catalogues and stations used by USNO during the 
period 1922-62 to derive time information, and (2) the 
need to relate USNO longitude origin and BIH lon­
gitude origin. 

8.1.7 Telegraphic Longitude Analysis 
To improve the accuracy of telegraphic longitudes 

prior to the NAD 83 adjustment, a free adjustment of 
all useful longitude differences obtained prior to 1922 
was undertaken. The objectives of this readjustment 
were to minimize distortions in the network and to 
reference these longitudes as accurately as possible to 
the BIH reference system. To achieve these objectives, 
additional longitude differences obtained in recent 
years were included in the readjustment. These recent 
measurements served the purposes of strengthening 
network geometry and connecting the longitude net­
work to the USNO PZT station. Knowledge of the 
astronomic longitude of the USNO station in the BIH 
system was then used to more accurately relate the 
telegraph longitude network to the BIH longitude ori­
gin. 

8.1.8 Coordinate System Corrections 
Longitudes observed by NGS since 1961 required 

no corrections since BIH time and the FK-4 star cata­
logue were used and the longitudes obtained by NGS 
were correctly referred to the BIH longitude origin. 
For the period 1922-61 the following three types of 
corrections were required to relate the required as­
tronomic longitudes to the correct longitude origin: 

I. Corrections to account for the fact that between 
1922 and 1962 NGS did not use the FK-4 star 
catalogue in reducing its observations. 

2. Corrections to account for the fact that between 
1922 and 1962 the USNO did not use the FK-4 
star catalogue when determining the times pro­
vided by its time service. 

3. Corrections to account for the fact that the 
astronomic longitudes assigned to the Washing­
ton, DC, and the Richmond, FL, sites by the 
USNO for purposes of time computations dur­
ing the 1922-62 time period were not the correct 
astronomic longitudes for these sites in the BIH 
system. 
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The total corrections to be applied 10 the computed 
astronomic longitudes availdble a~ NGS for correct 
astronomic longitudes referred to the propet longitude 
origin, tabng into account all three correctk>ns de­
scribed above, can be obtained using the formulas; 

i.\,\r = (<iA.1'w - &.lus:,;o) + (A: - ·'-o) 
(1922 through 1949) (8.3) 

fu\ - {ilA'<Gs - A.\,,;,;,o) 
+ 1/J [(A· - J\0) + 2 (,\1'. - A:-0)] 

(1950 through I96l) (8.4) 

where 

AA~:.Ml = .A..:\w 
(1922 through 1949) (8.5) 

~\cs:-<o = :,·:; [A.iw + 2~A1d 
(1950 through 1961) (8.6) 

The symbols are defined as: 

;\, = longitude of Washington Clock Room of the 
USNO in the BlH coordinate system as 
determined by NGS 

,\9 = longitude of the Washington Clock Room of 
the USNO used by the USNO when pro.­
ducing time information. 

A11 longitude of the Richmond, FL, PZT of the 
USNO in the BIH coordinate system as 
detcr1nincd by NGS. 

A.xi = longitude of the Richmond, Fl .. PZT of the 
USNO used by the USNO when producing 
time information. 

.i,'\.1 total correction to be added to NGS as­
tronomic longitudes to refer them to the 
correct longitude origin. 

M,0~ = correction to account for differences be­
tween the star catalogue used by NGS for 
data reduction and the FK-4 star catalogue. 

A,\.,.. = correction to account for differences be­
tween the PZ'f star catalogue used by 
US~O for its Washington PZT and the 
FK-4 star catalogue. 

A.AR = correction to account for differences be­
tween the PZT star catalogue used by 
USNO for its Richmhnd PZf and the FK-4 
star catalogue. 

The change in formulas since 1950 takes into ac· 
count that during 1922 through 1949 the USNO used 
only observations from its Washington, DC, site to 
generate time information. from 1950 through 1962 
the USNO ge.neratcd time using observations from 
both the Washington, DC, and Richmond, Florida, 
PZT ob:>ervations, with the Richmond observations glv­
en double the weight of the Washington observations. 

During.the 1922-62 tlme period, the USC&GS used 
two star catalogues in making astronomic longitude 
observations-the Eichelberger Catalogue during the 
period 1922-39 and the FK·3 catalogue during 
1940-62. l"he USNO used the Eichelberger catalogue 
during !922·33, the Washington, DC, PZT catalogue 
during 1934-49, and a combination of the Washington, 
DC, and Richmond, FL, PZT catalogues during 
1950-62. Table 8.4 lists lhe values for the various 
correction factors used by l:SC&GS and USNO to 
convert the catalogues to the FK-4 star catalogue 
Table 8.4 also shows the final combined corrections for 
star catalogue difi'erences relative to the FK-4. 

To relate the astronomic longitudes observed by the 
Coast and Geodetic Survey during the period 1922-62 
to the correct Bll:I longitude origin, not -Only correc· 
tlons for star catalogue difference& but aJso a system· 

TABLE 8,4.-S_vstematic catalogue correctfom 
!Petfej 1111d Caner, !iJ,?fJ) 

Per:od (FK4·CAT)us"o !FK4-CAT)N<Js 

1922·!':1'}4. ...... ""'"''''' FKl-EICH FK4-E!CH 
1934-1940 FK4-PZT FK4-EICI-l 
1940-!950 . F'K4-PZT FK4.FK3 
1950-1%1 fl<4-PZT FK4-FKJ 
~~ ... 

+ Based on weighted c1L1log difference~ of US~O a:id NOTSS. 

:Iilvs\lo= LSNO catl!;ogue oorrecticr 

&:i]'.os= NGS qitulog1.1e torw:t•on 

J..XAT- &lus"o- -s;:,Ni•S= Total catalogue <X!nection 

l>:!USNO CillNGs ,i,\c-1.-:-
(arc sec) (arc se.c} (an.: St-c) 

+O.ll9 + 0.09 +{LOO 
·-0.18 ~·(),;() -0.34 
-il.8 -0.03 -0.21 
~O.i8* +Oil' -1-0.14 

1',\BLE 8.5.-Sysfematic longitude corrections 
!Pe!fe} and C;ute1, lftl8i 

alic correction to acCQunt for corrections to the adopt· 
ed Washington, DC, and Richmond, FL, PZT longi· 
tudes were needed to relate them to the BIH longitude 
origin. l'o obtain the required corrections, observations 
made by NGS astronomic field parties at the Wash· 
ington, DC, stte in 1966, 1975, and 1976 and at the 
Richmond, FL, site in 1976 were analyzed. Table 8.5 
summarizes the corrections made to these observations. 

! ::i2z.;9so .. 
>~50-1962 
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Table 8.6 shows the total corrections applied to the 
astronomic longitudes to re1ate them to the FK-4/BIH 
system for the period 1912"'62. These corrections were 
used to obtain final astronomic longitude Yalues for 
in.;luslon in the ;-.rAD 83 adjustment 

Period 

TABLE 8.6, ···· T otai longitude corrections 
(Peney and C11t1tr, 1978! 

.. 0.33 1922·1934 
19J4-l940" 
!94{).1950 .. 
19$(}..!%2 .. 

""'' .... " '"'""' ... ., -0.67 
' ........ -0.54 

- 0.4 7 

Nominal correction . -1150 

8.1.9 A~uracy of Longitude Observations 
For longitudes obtained by the telegraphic method 

(observations prior to J 922) the geodesist deals with 
independent differential measurements that form loops. 
In this situation the standard erro1s resulting from the 
free adjustment were CQosidered an adequate measure 
of the error. Therefore, the standard error of unit 
weight from this adjustment, :t0.52 arc second wru; 

used as the accurac~i' estin1ate of the pre-1922 as­
tronomic longitudes. 

To determine the proper error estimates to be as­
signed to the post-1922 observations numerous analyses 
of variance (ANOV A) studies were carried out. Initial 
Medel Il 1\NOV,.\ studies were aimed at determining 
if systematic components of error were present. These 
would not be apparent from looking at the standard 
error of a star observation obtained from observations 
made by a single receiver using a single instrument 
during a single night. These analyses indicated that no 
significant systematic errors occurred due to between­
night or betv.·een-instrument components. l·lov.·ever. a 
substantial observer-related systematic error was found, 
no doubt due to an observer's personal equation. 

Within-determination variances gw were computed 
for five different time periods involving significant 
differences in the accurat;y of the tlming information 
used in reducing obser.,.·ations. During the period 
1922-34 visual star observations were used by lJSNO 
to produce time information. In 1934 the PZT was 
introduced. In 1948 WW\' was introduced as a means 
Qf distributing time information. Jn 1962 BIH replat;ed 
L'S~O as a source of lime information, In mid-1975 
digital recorders replaced chronographs for recording 
time information at observing sites. Table 8.7 gives the 
results of within-determination variance values. 

During the 1948-62, 1962-1975.5, and post-1975.5 
periods, sufficient repeat observations v.·ere made. en­
abling between-determination components of error aff 
to be computed using Model ll A~OV A methods. 
Table 8.7 also shows these results. The between-deter· 
mination variance values are not significantly different 
from one time period to another. This is a reasonable 
result, given that the primary cause for this bet;veen­
dctermlnation variance is believed to be a personal 
equation. There is no reason to believe that a personal 
equation error would change between time periods. 
Thus it was decided to pool the results from all three 
time periods for the between~determination component. 
This gave <rp = 0,37 arc second. This value of tra was 
then used for all five time periods. 

The values of aw in table S. 7 decrease with time. 
During the post-1961 period lt was felt that the only 
event significantly affecting within-determinatiQn accu­
racy was the introduction of tbe digital recorder in 
mid-197:5. However, during the 1922-62 period events 
other than the two nQted (introductlon of PZTs and 
adoption of WWV) may have had an impact upon the 
within4etermination accuracy. These events were re· 
lated to various improvements in catalogues, time sig­
naJs, and field instrumentations. However, not enough 
observations were available to break the 1922-62 time 
frame into more periods. Thus it was decided to repre­
sent within-determination accuracy during 1922-62 as 
a linear function of time. Table 8:8 lists the final 
accuracy estimators for astronomic longitudes used in 
the NAb 83 analyses. 

TABLE 8. 7_~ .. Secuiar trend of statistics associated with longitude determinations 
f Petl!'J' urni Carrtr, fQ7f!) 

PeriOO 

!975.5,. - - '"'' "" 0.0004'}4 
1961-19'.'5.5 _ 0.00067! 
1948-1962.. . ""'"" - 0Ji00544 
l9J4-!948 .. 
!922-J93A .. 

Degrees 
of 

freedom 
iDOFi 

13 
9$ ., 

0.000247 
(t000577 
0.000780 
O«WJ2!!3 
0001170 

OOF 

'" 242 
267 

" 14' 

fntrodu.<:tion to digita; reoorder 
AOOplioo of 196& DJH's 
:\doption of WWV ~igrmls 
ln:rodi.:ctioo of PZT 
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TABLE 8.8.-Longitude O('curacy estimators 

Period 

1922-1962 -
1%2<97$.5 ... 
1975.5 '"" 

(Pi'Uey tJitd Carter, !978) 

~A""" [(uw)2/n+ Ui-tr)1/k1]1, 
a, 
{are><::<::! 

:= [(0.57)" ~ (0.07)2 (T""'"'a~ 192Z)J" 
::::0-.36 
±0-.24 

8.l DOPPLER MEASUREMENTS 

8.l.I 0.<kground 

±0.37 
::::0.37 
::::0.37 

In April 1973, NGS began an obseyvational pro­
gram to establish a network of Doppler stations to 
support the NAD 83 adjustment {See fig. l&.12.) The 
objectives were threefold. A uniformly distributed set 
of Doppler stations in the conterminous 48 States, in 
conjunction with the Transcontinental Traverse. was 
used to ensure that long wavelength deformati~ns in 
NAD 83 would be at the submeter level. For islands 
such as Hawaii. Puerto Rico, v·irgin Islands, the Aleu­
tians, and parts of Alas.ka where conventional networks 
were weak, the Doppler stations ensured connections to 
~~ 83 at the meter level or better. Finally, by 
reliance upon the Doppler data and the use of col­
located Doppler stations to provide connections to Very 
Lont Baseline Interferometry (VLBI). satellite laser 
ranging (SLR), and Lunar laser ranging (LLR) sites, 
the NAD 83 coordinat{; system and scale were estab· 
Jished. 

The NAD 83 Doppler observational program was 
essentially completed by Lhe end of 1978. A total of 
599 stations were established in the 50 States, Puerto 
Rico, the Virgin Islands, and other U.S. territories. In 
establishing the NAD 83 Doppler network observa­
tiorull support was provided by the Defense Mapping 
Agency Hydrographic Topographic Center 
(DMAHTC). Also, a number of stations estabtished by 
D:MAHTC in support of its own programs were used 
in the NAD 83 adjustment as well as. stations estabw 
!ished by the l!.S. Geological Survey and the Bure.au 
of Land 1\.-fanagement (B[.M) in Alaska. Figure 18.12 
shows the locatlon of the [)oppler statjons used in the 
NAD 83 adjustment. 

S.2.l ()bs(:flation and Reduction Methods 
Standard field procedures were employed to ob.serve 

at least 40 passes of satellites where the salellltes rose 
more than 10 degrees above the horizon during a pass. 
Only those satellites which possessed precise ep. 
hemcrides were observed. Initially, ephemeris data 
were available for either one or two sateilites, How~ 
ever, during the last half of the observation program 
precise ephemeris data were available from three to 
five sare!Htes. Where ephemeris data were available 
for two satellites, 5 to 6 days were normally required 
to obtain 40 pas.ses. Where data from one satellite 
were available, 10 to 12 observation days were re-

quired. Most observations were made using the 
AN/PRR-14 (Geoceiver) instrument. Dots for a few 
stations were obtained using the Magnavox MX1502 
and JMR Doppler receivers. Offsets belwoon the 
Geoceiver antenna measurement point and the ground 
monument at each station w-cre determined before and 
after each observing session. Weather data (tempera~ 
ture. pressure, and humidity) were recorded during 
each pass for use in making tropospheric refraction 
corrections. 

It was necessary to undertake repeat observations at 
a number of stalions during the observation program 
due to instrument malfunction. l'he bulk of these mal­
functions was caused by instrument oscillator inst:tbil­
ity. They were detected at the time of-data reduction 
because of the effect on estimated bias parameter 
values (Hothem, 1975J. 

Data reduction was carried out using the point 
po~itionJng method in conjunction with a precise ep­
hemeris computed after the fact using tracking data 
from a Department of Defense, 20-station worldwide 
tracking network. Prior to l 976 this precise ephemeris 
was provided to NGS by the Naval Surface Warfare 
Laboratory (NSWL); beginning in 1976 it was pro­
vided by DMAHTC. These precise ephemerides were 
produced, beglnning in January 1973, by using the 
NSWL lOE gravlty field (Anderle, t976) and the 
NS\\.-'L 9D tracking station coordinates. In June 1977, 
a change was made to the NSWC JOE-1 gravity field 
and the NSWC 9Z.2 station ooord-in:ates to refleci: 
small refinements in gravity field and station coordi· 
nates. These refinements: had no significant effect on 
the defined coordinate system (Leroy, 19&2). 

Data reduction was undertaken using the Doppler 
computer program developed at DMAHTC (Smith et 
al., 1974) whlcli had been converted to the NGS 
computer with minor modifications such as represent­
ing the orbit through a polynomial fit to values of X. 
Y, Z taken at l-minute intervals rather than at 
2-minute tntervaJs as was done by D:MAHTC (Jenkins 
et al., 1982). Briefly, this program holds fixed the 
input ephemeris and solves for station position and 
several bias parameters using as input integrated 
Doppler counts. The estimated bias paratneters ate 
receiver delay, satellite-receiver clock time ofrset, and 
satellite-receiver oscillator Frequency offset. 

Beginning with initial estitnales of approximate val· 
ues of receiver position and bias parameiers, the pro­
gram used an iterative procedure, differentially corw 
recting the unknowns during ea<:h interation. Iteration 
continued until the sum of corrections ln the X. Y, and 
Z coordinates of the station during an iteration lk·ere 
less than 1 m. Iteration then stopped after one addi­
tional iteration. After each iteration those integrated 
Doppler counts having residuals greater than three 
times the standard deviation of the observational resid~ 
ual were rejected before the subsequent iteration. Ex­
cept for occasions when entire passes were rejected 
due to interference frotn the signal emitted by another 
Doppler satellite, the amount of data rejected was 
typically 2 to 3 percent. It rarely exceeded 5 percent. 
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8.2.3 Acc:uraey t>f Doppler Results 
In the N,<\D 83 adjustment, the scale and orienta­

tion of tbe reference network were supplied by VLBI 
and SLR results. Thus to a large degree, leaving aside 
coordinate system origin, long- and short-term pr~ision 
(i.e., repeatabIHty) can be considered as nearly equiv­
aJent to accuracy. F,s,tlmated Doppler precision and 
accuracy "'·ere derived from comparisons of repeat 
measurements and from comparison with external stan~ 
dards such as VLBI and SLR results. Comparisons of 
repeat measurements at a number of stations over time 
periods up to 5 years have been made (Strange and 
Hothem, 1976; Strange et aL, 1982). They indicl!te 
that both random and systematic variations occur in 
station position determinations. The random scatter of 
determinations was in tbe range of 20 to 30 cm in 
Jatitude, 30 to 40 cm in longitude, and 30 to 40 cm in 
height. Also systematic varii:ttioni> with time were 
noted. These were of the order of 20 to 30 cm in 
latitude and longitude and 50 to l.00 cm i1) height. 
These systematic variations were in the form of both 
secular trends and variations with a yearly period. The 
periodic variations are believed to he related to orbit 
error. The secular trends are believed to be related not 
only to orbit error but also to increases in ionospheric 
refraction effects between 1974 and the time of solar 
maximum in the 1980.81 time frame, 

A more definitive evaluation of Doppier positioning 
accuracy can be found from comparisons with external 
standards (Strange et al. ( 1975), Strange and Hot hem 
(1976), Hothem et aL (t978), Hothem (1979), Strange 
and Hothem (1980)). Perhaps the most definitive com~ 
parisons with other space syste111s are those resulting 
from the special intercomparison tests carried out it1 
1978 and reported in Hothem et al. (1978), Hot.hem 
{1979), and Strange and Hothem (19SO). The general 
conclusion is that, after removal of systematic differ­
ences related to scale and coordinate system onenta­
tion, comparisons of Doppler differential positions and 
those obtained from other space systems agree at the 
30- to 60-centimeter leveL 

8.2:.4 Coordinate System Relations 
Numerous investigations have been carried out to 

relate the orientation of the Doppler coordinate system 
to that of VLBI. The VLBI system was used to define 
the BIH/Intcrnational Earth Rotation Service (IERS) 
terrestrial coordinate system, which wa.<:. selected t-0 
define the orientation of the N . .\D &3 coordinate sys­
tem, These early studies {Strange et aL (1975), 
Hothem et aL {1978), Hothem (1979), Strange and 
Hothem (1980), Hothem et aL (1982)] showed the 
orientation difference between the Doppler and VLBl 
systems to be between 0. 7 5 and 0,85 arc second. These 
results are in good agreement with the final Doppler­
VLBI orientation difference found in the final NAD 
adjustment of 0.77 arc sewnd. Results of White and 
Huber (1979) involving comparison of aslr0wDoppler 
and gravimetric deOections indicate that a Doppler 
longitude rotation of 0.86 ±0.10 arc second was re­
quired to bring the Doppler coordinates in agreement 
with the opticat astronomy coordinate systen1. This 

would imply that the optical star system and the VLBI 
system longitude orientations are nearly the same. This 
would be expected given the known relationships 00.. 
tween the radio star and optical star systems. 
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9. DATA BASE FORMATION 

Charles R. Schwarz 

From the very first discussions, the existence of 
computers and their potential application played a 
large role in the planning for the new adjustment of 
the North American Datum. Although some changes 
had occurred in surveying instrumentation and practice 
since 1927, the most dramatic improvements 1nvo1ved 
computational practices, By the beginning of the New 
Datum Project in 1974, computers had become wide­
spread and several programs were used to adjust hori­
zontal networks. 

The use of computer programs ror processing data 
required that the data be in machine-readable form. 
Prior to 1974, tbe National Geodetic Survey had used 
a variety of computer programs for several purposes. 
but there was no policy or common practice concern­
ing the treatment of machine-readable data. The idea 
of treating such data as an agency resource had not 
yet emerged. Data were treated as an adjunct to a 
program (Le,, the data deck was what you put in back 
of the program deck). Programs were shared on occa­
sion, but almost oo thought had been given to the 
sharing of data. Data decks were usually discarde_d 
after their use; when a few individuals thought that it 
might be a gO-Od idea to save the data they had 
~pared, it was often in the form of boxes of punched 
cards stashed under the desk. 

The beginning of the New Datun1 Project com­
pletely changed the former concepts and practices. It 
was clear that there would be something corresponding 
to a data deck for the new adjustmentj but it was 
equally clear that this data set would be far too big to 
be physicatly realized as a single deck of punched 
cards. Furthermore, the preparation of this data set 
would involve much more than keypunching. 

Not only did NGS not have even the beginnings of 
a machine-readable data base in 1974, but problems 
were experienced with the traditional paper fiJes. Two 
large permanent files were thought to be particularly 
pertinent to the new datum effort. The first was the 
file of published stations and NAD 27 coordinates, 
This file was handled by the National Geodetic In­
formation Center (NGlC), which was in the midst of 
transforming the ftle from organization by state lo 
organization by 30 minute quadrangle. The second was 
the file of observations. These were organized by sur­
vey project and stored in cahiers, usually one cahier 
per survey project. The following major problems were 
evident: 

1. The two files were not entirely consistent. Some 
geodetic stations appeared in one but not the 
other. Other stations oppeared in both but with 
some variation in name or position. 

., Althaugh the two files had many data elemenlS 
in common, there was no standardized meaning 
of the data elements. Latitude and longitude 
were e:tpressed clearly enough, but there were 
several inconsistent rules for naming stations. 

3. Both files contained more errors than could be 
tolerated for computer processing. 

4. Neither file was in machine~rcadable form. 

At the same time generalized data base manage­
ment systems (DBMS) were emerging in the computer 
software market. Most of these software packages were 
directed toward commercial applications, but the ap­
plication to numerical and sci@tific data was appar~ 
ent, Furthermore, the relation of agency or corporate 
management to the management of data was being 
defined at this time. The idea of a corporate data 
base, managed by a data base administrator, be~me 
popular. 

In this environment, NGS made the decision to 
build both 'an integrated data base and a data base 
management system to manage it. This was conside~ed 
to be a decision of considerable imptirtance and 1m· 
plication, Since no other geodetic agency used a true 
data base management system at that time, no models 
existed on which to base the effort. 

9.1 OBJECTIVES OF THE DATA BASE EFFORT 

Several objectives entered into the decision to build 
a data base and its manage1nent system. The first was 
to achieve data consistency. By keeping only a single 
copy of data items for which there had pre-,,iously been 
many copies. inconsistencies could be eliminated, Such 
data items included, for example, station names, lati.· 
tudes, longitudes, heights. astronomic positions. and 
geoid heights. Futhermore, with a single centralized 
file, it would be possible to concentrate the ag~ncy's 
resources on the editing, '!'alidation. and verificauon of 
that file, 

A second objective was to build much stronger 
access methods than had previously e:risted. Essen­
tiallv this meant access to records or groups of 
reco;ds bv kevs and indices and access to fields- within 
records b). ne1d name rather than field position. The 
purpose was to enable many different programmers to 
access on1y those fields they needed from the data 
base. Programmers and end users could be shielded 
from details about the access methods and from con­
cern with data items in which they had oo interest. 
Since access w<1uld be by fteld name, the actual struc­
ture of the data base could be changed with no effect 
on tbe many existing application programs. 
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A third objective was to construct an interactive 
query language which would serve as a friendly inter­
face between the geodesists of NGS and the operating 
system of the computer. The idea was to access the 
data base in geodetic terms, such as geographic areas, 
rather than in terms of tape numbers, device names, 
and record positions. 

A fourth objective was to accelerate the develop­
ment of computer programs and procedures for geo­
detic applications by relieving application programmers 
of the responsibility for data management. Tasks such 
as extracting the needed records from large data sets, 
merging data fields from various files, and organizing 
the data for the specific task at hand were seen as 
occupying a significant amount of the programmer's 
attention. Production processes often contained several 
steps devoted solely to data management tasks, such as 
migrating data from tape to disk, and backing up data 
files. 

A fifth objective was to create an environment in 
which NGS management could exert configuration 
control over the programs and procedures being used 
for production. Programs and procedures which were 
intended for use by groups of people (rather than 
individuals) would be brought into the data base envi­
ronment and executed by means of the query lan­
guage. Within this environment, it would be possible to 
control the number of programs, versions, and process­
ing options. This would ensure both that all data were 
processed in a consistent manner and that all employ­
ees had access to the proper set of programs and 
procedures. 

Although clear analogies emerged between the data 
management objectives of NGS and those objectives 
which were being addressed by data base management 
systems in commercial applications, there were also 
some significant differences: 

1. The projected cost of providing permanently 
mounted on-line storage for all data was consid­
erable in 1974. Although data base management 
was considered to be an important activity, its 
value was not considered to be sufficient to 
justify this cost. Therefore, the initial design 
included procedures to migrate data from tapes 
to on-line disk as the data were needed. The 
on-line disk space was released after use. As the 
cost of on-line disk storage decreased, this de­
sign was modified. In the final design, the most 
active data (station names, positions, and ob­
servations) were kept permanently on-line, while 
the less active and more voluminous station de­
scriptions were kept on mountable disk packs. 

2. Transactions tended to involve significant 
batches of data, such as an entire survey pro­
ject. Commercial systems typically accessed only 
a few records for each transaction. 

3. The data base was dominated by update activity 
rather than by retrievals because NGS was in 
the process of building the data base during 
most of the life of the project. Features which 
tended to optimize performance for retrievals 
were therefore largely irrelevant. 

Other geodetic agencies had constructed file man­
agement systems as well as application systems for 
retrieving data based on geographic and other keys. 
The NGS data base development effort differed from 
earlier efforts in the following respects: 

1. The amount of data to be managed was much 
greater. Including descriptions, the total size of 
the NGS data base was originally estimated to 
be 12 gigabytes. This estimate included several 
large data sets held by other agencies. Only a 
few of these data sets actually materialized, and 
the total data base size was reduced to 3-4 
gigabytes. 

2. NGS set out to build a system which would 
provide more than one logical view of the data. 
The perspective of the Horizontal Network 
Branch, which was concerned mostly with sur­
vey projects, was different from the perspective 
of the NGIC, which was concerned with the 
publication of station names, positions, and de­
scriptions. This property of multiple logical 
views, or subschemas, distinguished the NGS 
data base from file management systems. 

9.2 THE COMPUTER ENVIRONMENT 

In 1974, the National Geodetic Survey was one 
among many users of the NOAA central computer 
facility. As was the common situation at the time, this 
facility offered batch processing on large main frame 
computers on a shared basis. Interactive computing 
was considered to be an expensive resource to be used 
sparingly. Not being a dominant user of the computer 
center, NGS could not strongly influence the choice of 
system hardware, language systems, or system level 
data base management system. 

Although generalized data base management sys­
tems were appearing on the market, these packages 
were still immature, prone to failure, and lacking 
many of the features that would appear later. Most 
importantly, they lacked the interfaces to programs 
written in FORTRAN and PL/I, the languages used 
for application programs at NGS. 

Given this environment, NGS chose not to use a 
generalized DBMS but to build its own system. In the 
end, the geodetic DBMS consisted of approximately 
30,000 lines of PL/ 1 code. The data base programs 
actually ran in batch mode, but an interactive user 
interface was provided by an additional 20,000 lines of 
code written in the SUPERWYLBUR text editing 
language. These programs managed the prompting and 
interactive dialogue with the user and prepared jobs to 
be run in the background, but could not actually 
access the data base. When the workload on the com­
puter was relatively light, the background jobs would 
execute quickly and the system would provide the 
response expected of true interactive computing; many 
steps and processes could be executed in a single 
session. When the computer was heavily loaded, the 
user could initiate a data base management task, end 
the interactive session, and come back to examine 
results in a later session. 



Chapter 9. Data Base Formation 51 

9.3 DESIGN DECISIONS 

The geodetic data base management system was 
never intended to be a generalized DBMS and there­
fore lacked many of the features associated with such 
systems. Specifically, it had no data manipulation lan­
guage. Instead, all programs which accessed the data 
base were brought into the data base environment and 
could be executed only through the interactive user 
interface. Secondly, there was no separate schema. The 
structure of the data base was coded into those pro­
grams which actually accessed the data. 

9.3,t Unique Identifiers 
The lack of unique station identifiers suitable for 

computer processing posed an early problem for the 
horizontal network stations. The stations were not num­
bered and station names were not unique. A new 
identifier had to be assigned to each station. The 
scheme selected was the 13-character Quad Identi­
fier /Quad Station Number (QID/QSN), which had 
already been partially implemented by the NGIC for 
the purpose of data publication. The QID is nine 
characters long and describes a 7112-minute quadran­
gle. (See fig. 9.1.) It is composed of: (a) a single 
character hemisphere code (N or blank or 0 for north; 
S or I for south), (b) two characters denoting the 
degrees of latitude of the southeast corner of the 
quadrangle, (c) three characters denoting the degrees 
of west longitude, and (d) three characters denoting 
the selection of 30-minute, 15-minute, and 7112-minute 
quadrangle respectively, according to the numbering 
scheme of figure 9. l . 

I 

L ___ i___ Point 
L_ __ 1_L>E_ L.__ to be 4 , identified 

! 

3 2 

QID = 037077112 
30 Minute lndicator_JtJ 
15 Minute Indicator 

71/2 Minute Indicator 

37°077° 

Figure 9.1. Quad identifier definition. 
Numbering sequences are in clockwise direction; 

range is from 1 to 4. 

The QSN is a four-character numeric subfield 
which is assigned sequentially by the DBMS as new 
stations are loaded. The QSN uniquely defines a sta­
tion within a 71h-minute quad. 

When a new point was loaded into the data base it 
was assigned the appropriate QlD, based on its NAO 
27 geodetic position, and the next available QSN for 
that quad. Once a station was entered into the data 
base its QID/QSN was never changed, even if the 
station's position was changed as a result of correction 
or adjustment. Thus the QID was a good guide but 
not a precise indicator of a station's position. If a 
station was deleted from the data base (which hap­
pened only rarely), its QSN was not reused. Thus the 
concatenated QID/QSN was able to serve as a unique 
data base identifier for each station. 

Because of this scheme it was necessary that a 
station with its positional information be loaded before 
any other information, such as the observations or 
descriptions. The normal method of supplying this in­
formation was the 3-card format. (See chapter 20.) It 
was also possible to initialize a non-publishable station 
with skeleton 3-cards containing only a name and a 
position. (See chapter IO.) 

9.3,l Data Strueture 
The geodetic DBMS was a hierarchical system, 

based on the QID/QSN. The subfields of this iden­
tifier were used to address a hierarchy of indices. The 
highest level was the I-degree quadrangle index. If the 
quad contained a large amount of data, this was 
broken down to 30-minute, 15-minute, or 7\/2-minute 
indices. The lowest level was the station index, contain­
ing an entry for each QID/QSN. This index pointed 
into the data base itself. 

The data for a single station were broken into the 
following detailed records: 

position and associated information 
horizontal observations 
gravimetrically determined quantities 
astronomic positions and azimuths 
Doppler-determined positions 
a cross-reference list containing all stations which 
observe to this station 
station descriptions 
historical data (superseded positions) 
associated stations such as reference objects and 
azimuth marks together with observations from 
these stations. 

Different detail records for the station could be 
distributed among various data sets. Thus it was possi­
ble that the station description could be stored on an 
off-line mountable disk pack while the station position 
was in an on-line data set. Some of the attributes, 
especially those that could be represented by a few 
bits or bytes, were stored in the station index, so that 
retrievals qualified by these attributes could be satis­
fied by searching the index rather than the data base 
itself. 

The only key in the geodetic data base was some 
form of the QID/QSN, which necessitated that all 
data base transactions specify a geographic window. 
Data within the geographic area specified could be 
further qualified based on attributes. 
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·fhe original geodetic DBMS d~ign bad called for 
indices to be built on a variety of attribute fields, such 
as station order and type, to facilitate retrievals based 
on these attributes (Alger and Gurley, 1975). How~ 
ever. demand for these facilities never materialized. 
,"i.imost an transactions in the geodetic data base &e~ 
lected data records based only on geographic area. 

9.3.3 Q""'Y Language 
The original design of the geodetic DBMS called 

for a command or verb-Oriented query language, such 
as; 

GET (record types) KE\' = (qualifiers based on 
location and attributes) 

(See Alger and Gurle}', 1975.) This concept was tern· 
porarily replaced by a prompting language, since the 
interactive language being used for the user interface 
was not \VCU suited to parsing commands, Later, prom­
pting W'dS felt to be a preferable style, less powerful 
but more suitable for the occasional user of the sys· 
tern. The query system is described in Alger (t98la 
and 198lb). 

9.3.4 Data Conrent 
The geodetic data base was designed to support 

publication activities and analysis of historical data, as 
well as the NAD adjustment. This meant that it stored 
records of geodetic data that might be useful for any 
purpose. 'fhe logical views to which a station belonged 
were specified by flags ln the station record. Thus a 
station could be specified as publishablejnon-publish· 
able or adjustable/non-adjustable. A station record was 
almost never physicaUy deleted from the data base, 
even if it was unsuitable for some purpose. Thus a 
station which was marked as non-adjustable because it 
did not have appropriate observations oonnecting lt to 
the network could later be made adjustable if suitable 
observations were found, 

The geodetic data base contained horizontal ob­
servations and stations descriptions as. we-ll as station 
positions, Astronomic positions, astronomic azimu.ths, 
and Doppler positions were also included, since these 
were considered to be attributes of horizontal stations, 
The original intent had been to integrate the horizontal 
with the vertical and gravity networks. However, this 
was not accomplished until after the r.;AD 83 adjust­
ment 

The only requirement for including a point in the 
data base was that it have a position, otherwise it 
could not be assigned a QID. Unpositioned points, 
such as reference marks and azimuth marks, had to be 
associated with a parent station that was positioned. 
All information for sueh marks, including observations, 
was stored in the parent station record. This approach 
limited the data base size in terms of the number of 
station reoords, However. there were situations where 
new observations were found so that a station, pre­
viously treated as 2. reference mark, became a po&i­
tioned poinc The process of separating such a station 

and all its associated observations from the parent 
station was cumbersome. 'Fortunately, this situation did 
not arise often. 

Rejected observations (those containing apparent 
blunders) were also carried in the data base. The 
decision to reject them could always be undone, Out­
of-date station descriptions and recovery notes were 
carried for historical purposes. 

9.4 DATA ENTRY FACILITIES 

Throughout most of the life of the ge-Odetic DBMS 
the primary emphasis was on the building of data 
entry facilities. Each organizational unit within NGS 
was responsible for the entry of its own data. Data 
entry procedures were built for the following separate 
data types: 

1. Positions, names, and associated publica.tton 
data for existing stations. 

2. Station descriptions for existing stations. 
3, Astronomic positions and azimuths. 
4. Horizontal directions for archival projects. 
5. Archival distances (which had been reproces­

sed). 
6. Geoid heights. 
7. Deflections of the vertical determined by astro­

gravi1netric leveling, 
8. Complete survey project data sct.-t for current 

surveys, for which data were recorded in ma~ 
chine-readable form and validated in the field 
by the TEr-;COL system (Safford, 1978). 

One problem comn1on to all of these data types was 
the need for data validation procedures. Standards 
were developed for each data type and later translated 
into editing and validati.on programs that became part 
of the data entry procedure. 

A n1ajor function of the data entry procedures was 
to merge the data type with the data types already in 
the data base, This was difficult only be<:ause most 
data did not yet oontain a data base identifier. ln ea<"h 
case the task was to find the QIDjQSN of the data 
base record with which the new data should be 
merged. This was done by matching on one or more 
elements which were common to the data base and the 
new data. The elements used mO!<t ofte-n for matching 
were station name and position. However, these were 
imperfect elements. The assignment of station names 
had not aJways been done the same way. Some vari­
ations were alro found in the assignment of station 
position. 

Once positional data entry was complete (within an 
area), the other data types could be loaded. Figure 9,2 
illustrates the process of matching a given data type. 
The first step was to scan the input data to determine 
its geographic distribution, (This was only possible for 
those types that contained positions in some form.) 
With~n that _geographic wlrtdow, the appropriate 
"match records" were retrieved from the data base. 
These records contained the match data elen1enu;: for 
that data type and the station QID/QSN (Alger, 
1976; Alger, 1978). · 
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Figure 9.2. Typical data entry path. 

The data to be entered were compared to the match 
records. If a unique and unequivocal match could be 
made, then the QID/QSN of the match record was 
transferred to the new data and the detail record for 
that data type was ready for loading. 

This match was more than a simple merging pro­
cess: it was the final validation of different data types 
prior to data base entry. The matching process iden­
tified missing data, incorrect identifiers, and the exis­
tence of duplicate data. The programs displayed the 
unmatched data for resolution by the analyst. For 
some data entry paths the data which had been 
matched were loaded into the data base while the 
unmatched data were being resolved. For other data 
types no data base loading was performed until a 
complete clean run, free of unmatched data, could be 
obtained. 

In general, the complete new detail record replaced 
the current contents of that detail record in the data 
base. However, a notable exception was made for the 
data found in the Trav-decks. In this case, new detail 
records were synthesized by selecting appropriate data 
elements from both the new data and the current data 
base contents. (see chapter 10.) 

Even the positional data were put through this 
matching process. Each new batch of stations to be 
entered was compared to the stations already in the 
data base. This process identified duplicate positional 
records and historical data records as well as updates 
to the existing data base contents. The matching pro­
gram also compared the positional data being entered 
to itself in order to detect duplicate input records. 
Records which were positionally close (within 0.3 arc 
second) were displayed for manual resolution. 
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The analyst could select one of the following: four 

actions for each displayed input record: 

l, Input~The record refctS to a station which is 
different from any nearby station. 

2, Delete---The record refers to a. station for which 
a data base record already exists, 

3. Update~···The record refers to a station which 
already exists in the data base. but some of the 
attribute information is to be changed. 

4. History-The record refers to a station for 
which positional data exist in the data base. The 
data are stored directly into a historical record 
for that station, 

Directives were set indicating the appropriate action 

for each station in a batch of potential duplicates. The 
dlreci:ives were interpreted by the actual data base 
loading programs. 

Cross~reference lists were not actually loaded hut 
were computed from the observations. These lists were 
updated whenever observations were loaded <Jr deleted. 

User er:r; 

' Entry 
good' 

The cross~reference list was a redundant data item. It 
was controlled and kept wnsistent at all times by the 
geodetic data base management system. 

9.S DATA BASE LOCKING SYSTEM 

The geodetic data base was designed so that dif· 
ferent individuals could be performing data entry con· 
currently. However. it was necessary to prevent two 
users from entering data for the same detail ;ecord at 
the same time. Tbe major problem was to prevent the 
contents of the detail record from changing between 
the time the user looked at the data base to begin the 
matching process and the time the new data were 
actually loaded. Since all operations were actually per­
formed with batches of data, this process CQuld take 
several days, espetially if many problems needed to be 
resolved. Tbe data base management system provided 
the system of loch shown in figure 9.3. A lock af~ 
fected only users who wanted 10 query the data base 
for pre-entry information. or who wanted to load 
matched data. All other data base operations were 
able to proceed normally. 

No 
'""'-, 

Restore Yr:$ 
data base 

Perform ---····1 
backup l 

Resio'& 
da1a txise 

Figure 9.3_ Pre-entry lock and data bas!;': lock. 
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9.6 DATA BASE FUNCTIONS FOR NAD 83 

Many of the functions vital to the new adjustment 
of the North American Datum were performed inside 
the data base environment. Although each such func­
tion might involve several programs and intermediate 
files, each was invoked as a single function through 
the data base query language. The following are some 
of the major NAO 83 functions: 

Retrieve Data Base Deck. This was a major step in 
Block Validation. 
Horizontal Block Load. This was the last step of 
Block Validation, and resulted in the actually load­
ing of observations into the data base. 
Retrieve RESTART File. This rile was built with 
all points inside a defined block boundary, all ob­
servations from these points, all points outside the 
boundary which are seen from inside the block, all 
points outside the block which see into the block, 
and the actual observations from outside the block 
to the inside. The latter information was built from 
the cross-reference list and used to determine inte­
rior and junction points with respect to the block 
boundary. 
Analyze Strategy. This caused an entire Helmert 
blocking adjustment to be simulated within the data 
base environment. 
Retrieve RESTART-83. This retrieved a RE­
START file with parameters taken from an Adjust­
ment Project File. It was the beginning of the 
actual Helmert blocking adjustment. 

9.7 DATA BASE SIZE AND ACTIVITY 

Both the data base and the facilities of its manage­
ment system grew throughout the NAO 83 project. By 
the time it was fully loaded, the data base contained 
approx:imately 275,000 station records and used about 
3 gigabytes of storage. During the loading phase, as 
many as 20 data base transactions were executed per 
day. Most of these were retrieval operations, although 
20 to 30 percent were update or initial entry oper­
ations. 

9.8 USER'S SERVICES 

9.8.1 User's Assistance Desk 
Almost 100 registered users accessed the geodetic 

data base. Most of these had data retrieval but not 
update privileges. Even though most of the users were 
NGS employees, not all were personally acquainted 
with the programming staff. In response to this situ­
ation, a "data base user's assistance desk" was estab­
lished within the Data Base Management Branch. The 
programmers staffed this desk on a rotating hasis. The 
desk dealt with a variety of problems including not 
only the use of the data base facilities but also the use 
of application programs and the computer system utili­
ties. Easy problems were resolved immediately; dif-

ficult problems were referred to the appropriate data 
base programmer or to the systems programming staff 
at the computer center. 

9.8.2 Interactil'e Access for Outside Users 
Individuals and organizations outside of NGS were 

registered as data base users with retrieval-only privi­
leges. This allowed these users to have access to the 
data base via telecommunications on an almost inter­
active basis. The data base resided on a commercial 
time-sharing computer system. Outside users estab­
lished their own ace-0unts with the e-0mputer center, 
which billed them for any use of computer resources. 
NGS made no further charges for access to the data, 
since the data were already considered to be in the 
public domain. 

9.9 RETROSPECTIVE 

The process of "building the data base" took almost 
10 years. This is certainly more than originally ex­
pected, but the final form of the data base satisfied 
many more requirements than originally planned. 
Ninety percent of the effort was expended on the 
actual data, less than 10 percent on the DBMS. At 
most times during the project, the programming team 
was able to write and install new data base features 
just fast enough to keep up with new requirements. 

As a result of this 10 year effort, NGS has elimi­
nated most of the redundancy and inconsistency in its 
data holdings. Integrity of the data has been guar­
anteed through validation procedures and security fa­
cilities. This has prompted the sharing of data among 
the operating units, while at the same time reaching a 
balance of their conflicting requirements. 

This experience was not without difficulties. As ex­
pected, the institutional resistance was substantial. The 
centralization of data management took control away 
from operating units which had previously "owned" 
parts of the data, creating many small .. turf battles." 
The installation of a data base changed many personal 
relationships in the organization, with those people 
skilled in the use of the data base achieving increased 
status. 

By the end of the project in 1986, it had become 
obvious that many things could have been done dif­
ferently. Certainly the decision to build rather than 
buy a data base management system was among them. 
It had also become apparent that the number of data 
base applications had been limited by the lack of a 
data manipulation language. Programmers outside the 
data base development group were unable to access 
the data base directly. Applications were written to 
execute inside the data base environment, but in re­
ality that meant that such application programs could 
be written only by those individuals who understood 
that environment. 
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10. BLOCK VALIDATION 

Maralyn L Vorha11er 

10.1 INTRODUCTION/PURPOSE 

Block validation was the second step of the three 
step process of forming and validating that data set 
which would be adjusted to yield the new datum. 

In the first step of the process, individual data sets 
had been placed into machine-readable form and vali­
dated as far as possible. The primary activity at this 
level had been the conversion of the survey projects in 
the National Geodetic Survey archives into machine­
readable form, as discussed in chapter 6. These pro­
jects contained approximately 250,000 horizontal con­
trol points and 2.5 million observations, including the 
azimuth and reference mark measurements which 
would not actually participate in the adjustment. Vali­
dation at this level assured consistency within a pro­
ject. (See fig. 10.1.) The validated projects were stored 
as 4,997 separate Trav-decks. 

NGS 
DATA 
BASE 

EZYSORT 
CODEG 

KEY 

NUMNAM 

Figure 10.1. Network validation. 

Other data sets that had been placed into machine­
readable form included the electronic distance mea­
surement (EDM) lengths, i.e., the so-called length data 
set (LDS) measurements (discussed in chapter 6), as-

tronomic positions and azimuths (discussed in chapter 
8), and published station identifiers and positions (dis­
cussed in chapter 20}. (See fig. l 0.2.} 

PRECISE 
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DATA 
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OBSERVATION 1---l._I 

DATA 
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SYNOP71C 
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POS/l'ION 

DATA 

NGS 
QATA 
BASE 

ASTRONOMIC 
DATA 

DESCRIPTIVE 
a<TA 

GRAV!t.4£7RIC 
DATA 

Figure 10.2. NGS data base entry path. 

Block validation covered two major tasks: 

1. Merge all of these different data sets. 
2. Ensure that the merged data set was both cor­

rect and capable of being adjusted. 

It was anticipated that a large number of data 
problems would surface during the merge process, 
since many data items appeared in more than one data 
set. For instance, positions, astronomic azimuths, and 
EDM lengths appeared in the project Trav-decks as 
well as in their individual data sets. It was expected 
that inconsistencies would arise between sources of 
information, each of which would need to be re­
searched and resolved. 

It was also anticipated that there would be difficul­
ties fitting the different survey projects together. It 
was known, for example, that the naming of control 
stations had not always been consistent, so identifica­
tion problems would occur. It was also known that 
some observations had appeared in more than one 
project; these observations would appear as duplicates 
in the merged data set. 

There were several possible approaches to the merg­
ing and validating of the different data sources. One 
was to bring each data source into the data base, one 
by one, and revalidate the combined data set after the 
addition of each source. Another possibility was to 
load all sources into the data base and then sort out 
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the various duplicates, m~identifications. and other 
problems. A third possibility was to validate everything 
before data base loading. For a variety of reasons 
these possibilities were rejected. The alternative se­
lected was a combination of the last two. The projet.'t 
Trav-deck!, were validated outside of the data base 
environment before loading. Othc: data were loaded 
with only a Jninimum of data checks. c·ombined data 
sets, cont;!ining merged ·rrJv-dech and other $Ources, 
were then extracted so that the merged dat.:1 could be 
further '>"alidated. 

Because of the large volume of data involved and 
the number of anticipated problems, the merge and 
validation proce.'>s wa& broken up into blocks. The 
problem of vaiida~ing observations that crossed bloci< 
boundaries was postponed until later. This would be 
the third step of the three step process, and would not 
be fully accomplished until the first least squares net­
work solution was completed. 

10.2 Pl.ANNING AND PREPARATION 

Originally, all descriptions and reoovery notes were 
to be checked concurrently with the project data ana~ 
lysis during the block validation effort. Estimates of 
the work involved showed, however, that this task 
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could be accomplished more efficiently if it was done 
as a separate task during slack periods in the adjust~ 
ment effort ot by other NGS branches. Therefore, in 
the interest of making -progress w-ith the main task of 
the new adjustment, the checking of descriptions was 
deferred, 

The block validation effort began In March of 1982 
with the establishment of a small group to test the 
programs and develop the procedu.rcs-. It oontinued 
until the last block of data \\<'as loaded into the data 
base in April l 985. The production rate was- roughly 
1.2 blocks/person/month, (See fig. 10.3.) 

Earlier testing of the Helmert blocking system of 
adjusting la~e blocks of data had been carried out on 
a 3- by 5-degree rectangular area in Kentucky and 
Tennessee (Timmerman, 197S). The area was broken 
into four sub-blocks, each containing 750 to 1,000 
stations, for the purpose of data validation. The ex.per~ 
ience indicated that blocks of this size were too eum~ 
bersome; too many problems had to be solved at once 
and the paper computer listings were so large as to be 
unwieldy. Smaller blocks. ea.ch containing approxi~ 
mately 300 to 5-00 stations, were selected for the 
actual block validation project. 
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Figure 10.3. Example of a monthly status report on block validation. 
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Quad 
410713 
410714 
410721 
410722 
410722 
410723 
410724 
410731 
410732 
410733 
410733 
410734 
410741 
410742 
410743 
410744 
410751 
410752 
410753 
410754 
410761 
410762 

Block 
RIWESTER 
CTPUTNAM 
CTWILLIM 
CTLONDON 
NYSHELTE 
CTNHAVEN 
CTHARFOR 
CTDANBUR 
CTDANBUR 
CTSTAMFO 
NYPEEKSK 
NY POUGH 
NYMIDDLE 
NYMIDDLE 
NYMIDDLE 
NYMIDDLE 
NYMIDDLE 
NYMIDDLE 
PASCRANT 
PASCRANT 
PASCRANT 
PASCRANT 

# 
Sta 
35 
36 
40 
39 
41 
42 
43 
46 
46 
53 
61 
54 
66 
66 
66 
66 
66 
66 
84 
84 
84 
84 

Figure 10.6. Sample listing of blocks and quadrangles 
covered by the blocks. 

The major file generated during the block validation 
process was the REST ART file illustrated in figure 
10.8. This was the output of a successful DRAGNET 
run and was the source of data for the STADJUST 
and NEMO programs. Other programs were written to 
update the RESTART file and to report on its con-

B V!THCIV.S 1700 6400 1900 6500 271 
T VlTHQolAS G12709 G52485 G73713 
8 PRGRANOE 1800 6500 1900 6600 39' 
T PRGRANDE G15010 G15109 G15714 
T PRGRANOE G12709 G12735 G12938 
T PRGRANOE G53038 G53127 G54258 
T PRGRANDE G82161 682159 G81558 
B PRISABEL 1700 6500 1800 6700 194 
T PRISABEL G16307 G32 G51298 
T PRISABEL CERRILOS 613744 G15010 
T PRISABEL G9 
B PRSJUAN 1800 6600 1900 6700 368 
T PRSJUA.N G51298 G51835 651845 
T PRSJUAN G11121 G12735 G13447 
T PRSJUA.N CERRI LOS G10028 650940 
T PRSJUA.N 062904 
B METOPS 4500 6600 4530 6800 1500 
T METOPS CANTRV16 CANTRV17 CROIXCAL 
T METOPS JBC16546 IBC16592 IBC16608 
T METOPS TAA16933 STCROI G4933 
8 METOPS2 4530 6600 4600 6800 1000 
T METOPS2 CANTRV16 CANTRV17 CROIXCAL 
T METOPS2 IBC16546 IBC16592 JBC16608 
T METOPS2 TAA16933 STCROI 64933 
B MEHClJLT 4600 6600 4800 6800 170 
T MEHClJL T CANTRV15 CANTRV16 611957 
T MEHClJLT 615066 615656 G4933 

tents. Finally, the RESTART file was loaded to the 
geodetic data base. A RESTART file for a block 
existed only for the period of time that a block was 
being validated; this could range from several days to 
more than a month. 

10.4 PROCESSING AND ANALYSIS 
SPEOFICATIONS 

10.4.1 Block Definition, File Management, and 
Preparation 

As the data for each field project had been placed 
into machine-readable form, checked and provisionally 
adjusted, the files had been stored on magnetic tapes 
in the Trav-deck format. At the same time a master 
computer file listing of each Trav-deck was updated 
for file name, storage location, and area covered. (Spe­
cifically, all 71h-minute quadrangles covered by the 
project were generated from the geodetic positions in 
the deck.) 

A folder was established for each block to hold the 
extensive Jog notes that would be generated as part of 
the analysis. Every decision and resultant change were 
to be thoroughly documented. Also, all previously pub­
lished data were obtained, including the descriptions 
and the appropriate 1- by 2-degree geodetic control 
diagrams. 

The first step in the block validation process was 
the retrieval of all the Trav-decks associated with the 
assigned block from tape storage to on-line computer 
files. A procedure called BLOCKOUT was executed 
to migrate the Trav-decks from tape and to create job 
control statements for running subsequent steps in the 
block validation analysis. If a Trav-deck had already 

EEC 0882 EEC 0882 EEC 0982 EEC 0183 L 
G81161 G82156 STCROIX 

EEC 1082 EEC 1182 EEC 1282 EEC 0283 L 
G16307 G32 G4928 651715 
G13438 G13447 G13707 613744 
062950 G6S729 673713 681273 
G13938 653018 G52485 G51716 

EEC 1182 EEC 1182 EEC 1262 EEC 0283 L 
G51835 651845 653018 G53038 
G15109 G15714 STCROIX 092281 

EEC 0982 EEC 1082 EEC 1082 EEC 0183 L 
G53038 G53145 G54258 G55 
G13744 G15109 016292 G16307 
G4404 04275 092281 G9 

"" 0684 '""' 0684 "" 0684 
mt 0984 L 

EMT OE SE ECELIQ4 G12087 G15694 
NEMAINE PASCABAY SCR:OCAL STCRINLN 

"" 0684 "" 0684 "" 0684 
ICOM 0984 L 

EMTOESE EOOLIQ4 G12087 G15694 
NEMAINE PASCABAY SCRCX:AL STCRINLN 

"" 0484 KOM 0484 KOM 0484 IC1lM 0684 L 
612087 G12299 G14910 
G5369 -· NEMAJNE STCRINLN 

Figure 10.7. Sample listing of BT (Block Trav-deck) cards. 
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BLOCK VALIDATION 

PROJECT PROJECT 
ALE ALE 

DRAGNET 

NEMD RESTART 

STATION 

DATA NGS 
BASE lo-- DATA 
DECK BASE 

I 
' ' I 
' ' I 
' ' ' ' ____________ ..J 

Figure 10.8. Graphic depiction of block 
validation process. 

been brought on-line by another person, the control 
statements would simply establish access to that per­
son's file. Thus only one active version of a Trav-deck 
was stored on-line. Also, since the macro procedure 
automatically created the control statements for all 
future program runs, the chance of errors in accessing 
files was virtually eliminated. 

The retrieval procedure also updated the master 
block file by adding the initials of the responsible 
individual. This ensured that each block was only pro­
cessed once and that a permanent record was main­
tained of each block processed. Statistical programs 
were developed to monitor progress and produce re­
quested management reports from this file. Extensive 
guidelines were developed to ensure that the analysis 
and decisions were consistent throughout the branch 
(Horizontal Network Branch, 1984). 

10.4.2 Prel'alidation of Tral'--decks 
Prior to block validation, each individual project 

level Trav-deck was processed by a final checking 
program named DEKCHECK. This final check was 
performed to assure that each deck met the same 
standards. The program made checks to Trav-decks 
that were generally not made during the later steps of 
the block validation process, such as checking that 
correct standard errors were being used for the order 
of the project and that deck structure was correct. 
Therefore, the program was also run when a substan­
tial number of changes had been made to assure that 
no blunders occurred during editing. 

10.4.3 DRAGNET Processing 
A computer program was designed to merge to­

gether all the various sources of data for a single 
block. These sources included the Trav-decks and all 
the information already loaded into the data base. The 

Deline Block Boundaries 

v 
Get T rav-decks for Block 

v 
PrevaJidation 

v 
Get Data Base Deck tor Block 

w 
DRAGNET Processhlg: 

Detect inconsistencies between 
Trav-decks and the Data Base Deck. 
Research and resolve inconsistencies. 

v 
STADJUST Processhlg.-

Anaj29 an daJa at a station tor 
conect identilication. ReseaJ'ch 
and resolve inconsistencie.. 

v 
NEMO Processing: 

Detect intemal inconsistencies 
between Tl'8V-decks. Assure 
adjustabilily. Resoorch and resolve 
errors. Rerun until no errors. 

VJ 
Data Base Load: 

Detect inconsistencies between 
this /Jlock and ,,.;ghbofing blocks. 
Research and resolve errors. Heron 
unUI no etrOJ'S. 

Figure 10.9. Processing steps for block validation 
and horizontal data loading. 

concept was to gather up all the files, large and small, 
and then to sort out what should be kept. The program 
was named DRAGNET, after a similar practice in 
fishing. 

10.4.3.I DRAGNET Files 
Figure I 0, I 0 shows the major aspects of the 

DRAGNET data flow. 

10.4.3.l.I Combined Trav-decks. 
The primary input file to DRAGNET was the com­

bined data from those Trav-decks which had been 
identified as being either wholly or partially contained 
within the block. These files were stacked one behind 
the other in a single run, temporary data set. 

10.4.3.l.2 Data base deck. 
A second major input file was the data base deck, 

built from the information already loaded in the data 
base, The intent was to extract and reformat all of the 
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BLOCK COMBIN£0 am OBS 

f)fF/NflKJN ""' a<SE CLASS 

DECIO/ DECK DECK .,,., 

\.. / 
DRAGNET 

-
NO· POiENTTAL 

MAn::H Ol!PUCAiES 
GP> 

SKELE7DN MA1"HED 
>CAROS GPRECOR05 

NAME -
RESTART RESOLUTION 

f1lf RECOROS , 

Figure IO.IO. Data flowchart for DRAGNET files. 

data base information that might be relevant to the 
merging process. The assumptions for this process were 
that the control point information (positions and iden­
tifiers), azimuths, and EDM lengths were completely 
loaded into the data base for all blocks, but that all 
other observations had not necessarily been loaded. 
Clearly, the control point information for all stations 
inside the block definition was placed into the data 
base deck; however, it was also necessary to find the 
control point information for those stations which were 
outside the block definition but participated (at one 
end or the other) in observations which crossed the 
block boundary. The observations stored in the data 
base were not sufficient to identify these stations, since 
not all observations had necessarily been loaded. The 
Trav-decks associated with the block contained all the 
observations, but proper station identifiers had not yet 
been assigned, so stations in the Trav-decks could not 
be unambiguously associated with stations in the data 
base. This problem was solved by placing a buffer area 
around the block definition. (See fig. IO.II.) The defi­
nition of the buffer area was computed by a program 
that scanned all of the Trav-decks associated with the 
block, examined those stations outside the block that 
had observations crossing the boundary, and deter­
mined the maximum distance of any such station from 

the block boundary. The buffer area definition was 
then input to the data base deck retrieval process 
along with the block definition. 

~ ~ 

Yes No 

Yes Error No 
Message Error Message 

Yes BLOCK 

., ' 
No 

!No 
AREA 

, 

Figure IO. I I. Block showing which distances, 
directions, and azimuths were to be placed 

in the data base deck. 

. 

. 



64 North American Datum of 1983 

The data base deck contained station information 
for all stations within the total area definition; all 
observations from stations inside the block definition; 
and all observations from stations outside the block, 
but inside the area, to stations inside the block defini­
tion. Observations between a station inside the block 
and another station outside the area were not expected, 
and caused error messages to be printed. (See fig. 
10.12.) 

The data elements extracted from the data base for 
each station included all identifiers, the geodetic posi­
tion (on NAD 27), the astronomic position (if it had 
been observed), a "reconstructed" astronomic position 
computed from the gravimetric determination of the 
deflection of the vertical described in chapter 16, and 
the orthometric elevation. The observations extracted 
included electro-optical distance measurements and as­
tronomic azimuths (each of which had been auto­
mated, validated, and loaded separately) and any pre­
viously loaded (and therefore validated) horizontal 
direction and taped or microwave distance observa­
tions. Again, error messages were generated if observa­
tions crossed outside the area retrieved. (See fig. 
10.12.) 

A similar data base retrieval process was planned 
for the formation of Helmert blocks for the actual 
adjustment, and this process would include a datum 
shift to approximate NAD 83 coordinates. For the 
purpose of block validation, however, all positions were 
left on NAD 27. 

The data base deck file was temporary and deleted 
after validation of the block was completed. 

10.4.3.1.3 RESTART files. 
The major output of the DRAGNET process was a 

RESTART file. It was created only if the DRAGNET 
run completed without finding major errors. It con­
tained a complete representation of the block and all 
its observations. When the RESTART file was loaded 
to the data base, the directions and taped distances it 
contained overrode previously loaded data. Most sta­
tion synoptic information, astronomic azimuths, and 

electro-optical distances were not affected, These data 
types were corrected, when necessary, through their 
own data base editing routines. 

The RESTART files were used by several other 
processes, such as the station adjustment program 
ST ADJUST and the network adjustment program 
NEMO (fig. I 0.8). A program was available to apply 
updates to RESTART files. This facility was used 
sparingly and only under controlled circumstances, 
since corrections applied to RESTART files did not 
get reflected back into the Trav-decks. 

RESTART files were configured as individual data 
bases, managed by the SYSTEM 2000 Data Base 
Management System (DBMS). This DBMS was used 
for its indexed access methods and retrieval-by-name 
features. Most of the other facilities normally asso­
ciated with the management of a data base were not 
used. Thus the geodetic data base (which was perma­
nent) was managed by application code written by 
NGS programmers, while the RESTART files (which 
existed only during the validation of a block) were 
managed by a commercial DBMS. Although unusual, 
this arrangement provided NGS with the best facilities 
for its particular environment. 

Appendix 10.A describes the data elements stored 
in the RESTART file and their formats. 

10.4.3.2 DRAGNET Phases 
DRAGNET bad two major phases; the analysis of 

the geodetic positions and the analysis of the observa­
tions. In both phases the program made decisions con­
cerning which data should be deleted, what should be 
kept, and how they should be properly identified. The 
person assigned the block then analyzed these de­
cisions for correctness. 

10.4.3.2.1 Geodetic position (GP} analysis. 
The control station records from the data base and 

from the Trav-decks were analyzed based on geodetic 
position. It was recognized that the position of a sta­
tion as recorded in a Trav-deck might not be the same 
as the one in the data base, since positions had been 

Tttrsr oesr~~ATJONS CROSS Tttr !IOUNOA~1£S OF THE BLOCK M•O THE AREA! 

OBSE~~ATION ANO TYP( 

2169740&51403330001 xxx~ 090~•1•~4440 oo J 
31 6'740651403330001 xxxq '906•l•o•••o oo • 
216,740651403330001 xxx~~906414ll llO ~o J 
2169740651403330001 XXX9740641 • a•••o JD 3 
216,740651403330001 KXX9 '•0641 •04•40 "03 
21536 706~1403330001 17B9 7• Ob•l 4 0_.4•0003 
21536706S1403330001 17B97•0641•C4440003 
HZTL oes FRO" 064140•••0003 TO 065l403J3DP01 OF TYPE 2 
HZTL OBS fRO" 0641404440000 TO Ob~l•0333CT('Ql Of TYPE 3 
HZJL QBS FRO" 0641411110003 TO Ob~l4033J0(·01 Jf TTPf 2 
HZTL OBS FRO" 06•1400440003 TO OC51403J3~0C2 Of TYP~ ~ 

HZTL oas FROM 06•1411110003 TO ~&51403330002 Of TYPE 4 
HlTL oas FPOM 06•1411140001 TO 0~51403330~02 Of ••Pf • 
HZTL oes FRO~ 06~1412320001 TO 0651•03330002 ~F lYPE • 
316914D&Sl 403330003 XXX'l 0906414 04440 003 
31697•0651 403330003 X IX 0 ~906414D4440 001 
316974~~514033300 03 X~~~890641411110 DOJ 
HZTL OBS FROM 06•14044400Ul TO Ob5l•03330003 OF TYPE 3 
HZTL 085 FRO~ 0641404440003 TO 06••1•03330003 OF TYPE 

H,DlADOOOOOOO~ll Gl6974 
2001 00022JJJ0ll Gl&97• 
1601 025170~7011 ~1091• 
J002AOOOOOD00011 Gl691• 
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lDDl 00000~C00ll RCSU•l•l 
1002 ODOODOOOOll ~£SU~l~l 

3401 00000000011 016974 
3401 003,0050011 GlG9T4 
3401 Oi'JD12060ll ~1697• 

~ZTL oes OlRECTlO~ 
HlTL oas OIRECTION 
HZTL oes OlKECTION 
HlTL OBS DIRtCTION 
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l!Zlt OBS X~[f[RENCf 
HZTL OB~ ~R<f[R[NC[ 

Figure 10.12. Sample printout of observations crossing area boundary. 
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obtained from a variety of sources and preliminary 
positions had been used in many cases. Positions which 
fell within a 2-second square area of latitude and 
longitude were considered to be in the same match 
group. This relationship was transitive, so that if sta­
tion B was within 2 seconds of station A, and C was 
within 2 seconds of B, then all three were placed in 
the same match group. The match groups of geodetic 
positions were classified according to table 10.1. 

TABLE 10.1.-Classification of geodetic position 
(GP) by match groups 

Number of data base GPs 
in match group 

Total number of GPS 
in match group 

I >I 

0 .. 
I. 
>I. 

I 
2 
5 

3 
4} match 
5 status 

Match status 4 was the expected situation. This 
meant that one or more Trav-deck GPs had been 
matched with one data base GP. It was possible that 
the GP records in each Trav-deck were slightly dif­
ferent from the position stored in the data base. Even 
so, all the GPs in the match group became associated 
with the data base record. The winning Trav-deck was 
defined as the one in which this particular station had 
the highest order and type. An output record was 
synthesized according to table 10.2. 

TABLE 10.2.-Synthesis of output GP record by 
DRAGNET 

Field Source 

Accession number.... . . ........... Data base deck 
Name................. Data base deck 
Latitude/longitude.. . ....... Data base deck 
Elevation ...................................... Most precise elevation in the 

group 
Order/type ................................. Winning Trav-deck 
Plane coordinate zone ................ Data base deck 
Block classification.. . ... Winning coordinates 
Quad identifier/quad 

station No .......................... Data base deck 

All GP records in Trav-decks, as well as all observa­
tions in those Trav-decks, were then identified with the 
data base identifier-quad identifier/quad station 
number (QID/QSN)-----of the synthesized record. 

Match status 1 or 3 indicated that there were sta­
tions in Trav-decks that could not be associated with a 
data base record, and therefore could not be assigned 
a data base identifier. This was an error condition, 
since it was assumed that the data base was com­
pletely loaded with respect to positions. For the pur­
pose of continuing the analysis, a GP record was 
synthesized according to table 10.2, but the fields that 
would otherwise come from the data base deck were 
taken from the first (or only) Trav-deck GP record. If 
the station was inside the area definition, then a set of 
skeleton synoptic records (3-cards) were written to an 

output file. If the analyst determined that this station 
should indeed be in the data base, then he/she would 
leave the DRAGNET process, complete the 3-cards 
using a text editor, and load the 3-cards into the data 
base using the station entry path. 

Match status 2 indicated a station in the data base 
that did not appear in any Trav-deck. This was also an 
error condition. Any station which would appear in the 
new adjustment would need to be connected to the 
network by observations. This analysis was intended to 
ensure that these observations were found. It was pos­
sible that the observations involving this station had 
been misplaced or misidentified. To aid the analyst, 
the match group was written to the NO-MATCH 
output file. 

Match status 5 was also an error condition. It in­
dicated that two stations in the data base were much 
closer together than had been expected. The program 
could not select the position with which to identify the 
observations. 

Astronomic positions existed both in Trav-decks and 
in the data base deck, since Trav-deck automation 
guidelines required their addition to the deck and the 
astronomic positions had already been loaded into the 
data base as a separate data type. The astronomic 
positions in the data base were considered to be the 
definitive source, but the two sources were compared 
as an added check. Messages for consideration by the 
analyst were produced when: 

1. an astronomic position in a Trav-deck could be 
identified with an astronomic position in the 
data base (because the corresponding GPs were 
in the same match group), but the difference in 
either coordinate was greater than 30 seconds; 

2. an astronomic position was found in a Trav-deck 
and could be associated with a station in the 
data base, but no astronomic position record 
existed in the data base; or 

3. an astronomic position was found in a Trav­
deck, but could not be associated with a station 
in the data base deck. 

A similar analysis of astronomic azimuths was per­
formed. The azimuths in the data base were the defini­
tive source, but messages were produced when: 

I. an azimuth existed in a Trav-deck but not the 
data base, or 

2. an azimuth in the Trav-deck did not have a 
corresponding geodetic position in the deck but 
a position existed in the data base with a similar 
name with which it might possibly be matched. 
This happened most often when an astronomic 
azimuth was observed to a newly set azimuth 
mark but no position was computed for the 
mark until a later date when a distance was 
measured. 
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10.4.3.2.2 Observation analysis. 
The purpose of this analysis was to determine the 

data base identifier of both the occupied and observed 
station for each observation in each Trav-deck. Once 
this was done, duplicates could be identified and each 
observation loaded into the proper place in the data 
base. 

The analysis was complicated by several factors. 
One was the earlier decision that the data base was 
not to contain station synoptic entries for nonpositioned 
points, such as reference marks, azimuth marks, and 
witness marks. These were considered to be ancillary 
to a parent station (so-called supernumeraries). On the 
other hand, observations from and to such marks were 
to be stored in the data base. Such marks could later 
become positioned points, and the observations from 
and to them would then be needed. Furthermore, the 
data base was being built for a broader purpose than 
just the new adjustment, and there was a strong desire 
to keep all data if possible. The azimuth marks helped 
to establish station identification. They are published 
because they provide starting orientation for new sur­
veys. 

A second complicating factor was that within a 
Trav-deck the association of an occupied or observed 
station with a GP record was made only through the 
station names. The rules for making such associations 
were complicated, since the names of ancillary stations 
did not always directly match the name of the parent 
station. Furthermore, the Trav-decks contained obser­
vations to points which had not been identified. 

A third complicating factor involved stations that 
had been given different names in different Trav­
decks. This meant that the association of the name of 
an occupied or observed station with a data base 
identifier was a two-step process: The name was first 
associated with a name in a GP record in its own 
Trav-deck, and that name was then associated with a 
data base GP through the results of the global GP 
analysis described above. 

Several attempts were made to express the logic of 
the classification of observations in a form in which 
the responsible parties could understand and agree 
upon the logic. Table 10.3 displays the final form. Y 
means "'yes," N means "no,"' and - means "don't care." 

The conditions in table 10.3 were defined as follows: 

Cl. This is a synthetic observation, defined as one 
which had been borrowed from another Trav­
deck or simply made up. It was identified by all 
zeroes in the accession number field or all 
blanks in the date field. 

C2. The occupied point is a positioned station. 
C3. The occupied station is a reference mark, azi­

muth mark, or witness point that can be asso­
ciated with a parent positioned station. 

C4. The observed point is a positioned station. 
CS. The observed station is an ancillary point that 

can be associated with a parent positioned sta­
tion. 

C6. The observation was rejected during project lev­
el validation (but is still carried in a Trav-deck 
because it might later be rescued). 

C7. The observation is a distance. 
C8. The "from associated station" is inside the block 

boundary. 
C9. The "to associated station" is inside the block 

boundary. 
ClO. "Keep flag" means that the observation was 

coded as an observation to a reference or azi­
muth mark, or that a program option was se­
lected to force retention of all observations. 

An occupied or observed station was determined to 
be positioned if its name matched exactly with a name 
in the GP section of its Trav-deck and that record had 
been matched with a data base GP. If the name of the 
station could not be matched, then a new search name 
was formed by stripping off any ending characters 
such as "RM","RMI","RP":'WP","AZ MK", etc. If 
this modified search name could be matched to a 
name in the GP section of its Trav-deck, then the 
occupied or observed station was considered to be 
ancillary to a parent station. 

The "from associated station" in condition C8 is the 
occupied station, if it is positioned; otherwise it is the 
parent of the occupied station, if it exists. A similar 
definition is used for the "to associated station" in 
condition C9. 

The classification codes resulting from the applica­
tion of this decision table had the following meanings: 

1. This is an observation between positioned points, 
both interior to the block. 

TABLE 10.3.-Decision table for the classification of observations in DRAGNET 

C 1: Synthetic __ ................. y N N N N N N N N N N N N N N N N N N N N ' N N N N 
C2: From sta pos ................... y y y y y y y N N N N N N N N N N N N N N N N N N 
C3: From parent pos y y y y y y y y y N N N N N N 
C4: Tosta pos .. y y y y N ' N y y y y y y N N N N N N N y N N N ' C5· To parenl pos ... N y y y 
C6: Rejected , . 
C7: Distance .. y y y N N N y y y N N N N N y y y y 
C8: From assoc. inside .......... y N y N y y ' y y N y y N y y N 
C9: To assoc. inside .... N y y N y y N y y N 
CJ(J: K flag .. y N y N y N y N y N y N 
Classification .. "'"" 8 2 3 4 8 5 8 6 8 8 6 8 8 6 8 8 8 7 8 
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2. The observation crosses the block boundary 
from inside to outside. 

3. The observation crosses the block boundary 
from outside to inside. 

4. This is an observation from a positioned station 
to a reference or azimuth mark. 

5. This is an observation from a reference or azi· 
muth mark to a positioned station. 

6. The occupied station is an ancillary point and 
the parent is positioned. 

7. The occupied station cannot be identified, but 
the observed station is an ancillary point and the 
parent is positioned. 

8. The observation is to be deleted. 

Observations with classification codes I, 2, and 3 
were to be stored in the data base record of the 
occupied station, with cross references set up in the 
records of the observed stations. These were the ob­
servations that would participate in the continental 
adjustment. Codes 4 and 6 were stored in the "refer· 
ence mark obs" section of the data base record of the 
occupied station, and codes 5 and 7 were stored in the 
corresponding record of the observed station. Observa­
tions with classification 8 were deleted without further 
consideration. 

Once an observation was classified, it was stored in 
the appropriate section of the working files for even­
tual storage in the generated RESTART file and the 
data base. At the time of storage, it was compared 
with other observations in the same storage area so 
that potential duplicates could be detected. 

If the classification of an observation was greater 
than 3 (meaning that it was not possible to position 
both the occupied and observed station), then one 
more search was made. This was a search of the global 
name table to see if the occupied or observed station 
could be matched with a name that was in another 
Trav-deck. 

10.4.3.3 Analysis of DRAGNET Output 
DRAGNET produced printed output and several 

machine-readable files. The comparison of the Trav­
deck data file and the data base file began with the 
analysis of geodetic positions. (See fig. 10.13.) A de­
scription of each match group was printed and each 
group was analyzed. The synthesized output record 
was shown whenever it could be produced. 

If any match group generated a set of "skeleton 
3-cards," these records could be used for direct loading 
into the data base, although they contained only the 
minimum information required for data base insertion. 
The accession number (GTZ 0

) given to all these posi­
tions was 17020. In this way positions added as a 
result of block validation could be easily identified. 
Notes in the block folder assured future documenta­
tion of the reasons for any additions or deletions. 

Geodetic positions were found to be missing from 
the data base for a variety of reasons: 

I. A blunder-the keypuncher simply missed the 
position. 

2. An entire project was not loaded into the data 
base due to a blunder or a change in publish­
ability, e.g., secret to unrestricted. 

3. Positions were not missing but because of a 
mispunching were not within the matching toler­
ance. 

4. Additional positions were needed for solvability 
which had not been previously added to the data 
base, e.g., a reference mark position computed 
to provide a tie between nearby stations. 

Positions were found to be missing from the Trav­
decks because: 

1. projects were not put into machine-readable 
form, 

2. observations which supported the positions were 
never received, 

3. observations were misidentified, 
4. observations to support a particular position 

were not keyed because they were not part of 
the standard hard copy stored with the project 
data, or 

5. the Committee for the Review of Archival Pro­
jects had determined that the entire project was 
to be discarded, since it contained observations 
of insufficient quality for inclusion in the NAO 
83 adjustment. Some positions determined in 
these projects were still found in the data base. 

Because GPs falling within a 2 second square area 
were listed together, possible duplicate data base posi­
tions could be spotted. The criteria for matching were 
exact name or position, but the program could not 
provide a clear match between stations having very 
similar names and nearly identical positions. The ana­
lyst had to make this determination on a case by case 
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basis and "force" correct matches by having identical 
names or positions for each point. 

In all, approximately 2,000 of the stations in the 
data base were marked for removal from the NAO 
adjustment as a result of the DRAGNET analysis. 
These were stations for which no observations were 
available or the observations were of insufficiently high 
quality. On the other hand, approximately 2,000 other 
stations were found in the Trav-decks and added to the 
data base. 

In a few cases, stations were marked for deletion 
from the data base altogether. By design, this was a 
somewhat cumbersome process. To delete a geodetic 
station, all associated data, including descriptive data, 
had to be deleted first. 

In most cases, the proper action was to set a nonad­
justability flag. When this flag was set, data for the 
point would not be retrieved for any NAO 83 pro­
gram. Such stations were invisible to the NAO adjust­
ment, but remained in the data base and were avail­
able for other purposes. Furthermore, this flag could 
easily be reset if new data came to light which 
changed the previous decision. 

While the determination of the need to set a flag 
was made by the person doing the analysis, the actual 
data base edit was performed by supervisory personnel. 
Similarly, the actual process of loading and modifying 
the data base was carried out by a single individual. 
This assured that control was maintained on all data 
base interactions. 

Data elements other than geodetic positions were 
also displayed. The results of applying the rules of 
table 10.2 were shown for all data elements. 

Normally, only a cursory investigation was done of 
data elements other than positions. However, of these, 
the elevation was the most critical to the adjustment, 
and so anomalies between sources (generally differ­
ences >10 m) were investigated. Initially, all bench 
mark elevation values were checked, but this became 
too time-consuming and did not yield sufficient 
changes to warrant the effort. 

The next section of the DRAGNET printout listed 
possible resolutions of unknown "to" or "from" records. 
This was a list of observations in Trav-decks that did 
not have GPs in the Trav-deck for the "from" or "to" 
station but appeared to have GPs in the data base, 
based on the name. This may have happened, e.g., 
when an azimuth mark was positioned after the Trav­
deck was created. It could have happened because an 
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incorrect or very similar name was used in the Trav­
deck and should not have matched a data base name. 
These problems were resolved by either adding a geo­
detic position to the Trav-deck, or by changing the 
name sufficiently to prevent a program match. 

Another section paired observations from different 
Trav-decks that were considered potential duplicates. 
(See fig. 10.14.) Direction observations were paired if 
the "from" station, the "to" station, and the observed 
value were the same on both records. Distances were 
paired if they had the same "from" and "to" station. 
The analyst checked the values and dates to determine 
the existence of real duplicates. 

Occasionally an entire Trav-deck was found to be a 
duplicate. More often, a few observations would have 
been coded twice. Early (1920s and 1930s) adjust­
ments used combined lists of directions. These were 
frequently retyped from originals in several sources, or 
had older directions typed onto the combined direction 
list, but were not identified or possibly not recognized 
as such by inexperienced coding personnel. This hap­
pened even more frequently for reference and azimuth 
mark observations. To resolve this problem, codes were 
changed in the Trav-deck to indicate that such ob­
servations were borrowed and therefore should not be 
included in the combined file. 

Another source of frequent duplication was the pre­
cise taped base line data. The original Trav-deck 
guidelines called for these distance measurements to 
be included in each deck. This was later revised in 
favor of the creation of separate Trav-decks containing 
only taped base lines but spanning several blocks. This 
resulted in a large number of duplicates which needed 
to be removed from the Trav-decks. 

Another section listed matches (fig. 10.15) or no 
matches between the astronomic and length observa­
tions in the data base and the Trav-decks. As a result 
of this analysis, some observations found in Trav-decks 
had to be loaded separately to ensure their inclusion in 
the adjustment. This often happened for astronomic 
azimuths to previously unpositioned azimuth marks 
which had been observed as part of the mark main­
tenance program. Furthermore, astronomic azimuths 
had not been submitted to the Gravity and Astronomy 
Branch unless astronomic positions had also been ob­
served, and this was seldom the case with mark main­
tenance data. With the development of the ability to 
predict deflections of the vertical at any point and, 
therefore, the ability to compute the LaPlace correc-
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Figure 10.14. DRAGNET printout of potential duplicate observations. 
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Figure 10.15. Length and azimuth observation matches: Trav-decks vs. data base. 

tion without astronomic longitudes, astronomic observa­
tions could be loaded as long as both ends of the line 
were positioned stations. 

DRAGNET formed and printed pairs of observa­
tions such that one member was from the data base, 
the other was from a Trav-deck, both sources matched 
exactly, and the observation crossed the boundary be­
tween blocks. (This was possible only if the adjacent 
block(s) was loaded.) Errors occurred when observa­
tions were changed in the RESTART file and loaded 
from one block but not changed in the Trav-deck, and 
hence appeared differently in the adjoining block. The 
procedure for actually loading observations into the 
data base required that such pairs be exact matches 
(except for rejections or standard error changes), and 
so these discrepancies had to be resolved before the 
block under consideration could be loaded. The pro­
gram also listed observations crossing the boundary 
which appeared in only one source. These included 
observations in the data base but not in the RE­
START file or vice versa. (See fig. 10.16.) 

All of the error conditions detected by the program 
required analysis and resolution. In most cases the 
resolution required that one or more Trav-decks be 
modified. This was easily done with a text editor. 
Since only one copy of each Trav-deck was on-line, 
there was no possibility of inconsistencies existing be­
tween different copies of the same Trav-deck. 

In other cases the resolution required modifications 
to data that were already in the data base for the 
block being validated. For instance, it might be neces-

ORIGPlfl ll{l~IG 

MO~llCN OeSERVllJONS 
116322"'1"PI llllt 1'17!) ~31'>7~TA, IZOT l'17P 

Sl63211'EPI llOT f91e 066"7qTll A10T l'>TP 

Sl631214fN IZCH J'17e IJ66'17'1TI~ 111!T 1"7P 

Sl63111'EPI IZf'T J'JTP 06b'179TI~ ll{IT 1'171' 

Sl6322 .. EN llllT .. ~ 066'1?911~ ~701 1"71' 

4121!1711C(!TJlll 1'16() 01'1'160FtnY FFDFRll cnl'~RfSS en " TK 

4l?1"7!'CrlTILtl "~ OZ'l'160fl0Y ~FOFPAt C(l~PPf~5 CO 5 fK 

sary to add or delete stations or to modify the as­
tronomic position, azimuth, or an electro-optical dis­
tance. 

It was also possible that a change was needed to a 
neighboring block which had already been loaded. This 
was an unusual situation, since a block that had been 
loaded would have been validated and usually involved 
observations crossing the boundary. However, the pro­
cess of updating previously loaded observations was 
not difficult. A small RESTART file covering only the 
affected area was retrieved from the data base. This 
could then be edited to reflect the change and re­
loaded into the data base. It was not necessary to 
reload the entire block that was found to contain the 
error. In fact, the geodetic data base was seamless, 
and observations, once loaded, lost all identification 
with a block. 

The final DRAGNET listing, illustrated in figure 
10.17, was a tabulation of all the stations associated 
with the block. It shows the elements of table 10.2 for 
each station plus its station number in the block and 
its status in the block (e.g., inside or inside junction). 
It should be noted that because the geoid height model 
was not finalized at this point in the project, all geoid 
heights were zero filled in the RESTART file during 
the block validation analysis. 

Sometimes the DRAGNET process had to be rerun 
several times before all discrepancies were resolved. At 
this point, a RESTART file was created which could 
be loaded into the data base. However, before loading, 
additional procedures for checking and analysis of the 
data were carried out. 
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Figure 10.16. Sample printout showing no-match observations crossing the boundary. 
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Figure 10.17. Global name listing. 

10.4.4 Station Adjustment 
The first additional step was designed to rescue 

observations which had been marked for deletion be­
cause the forepoint was misidentified and to identify 
other inconsistent, miscoded, or misidentified observa­
tions. This was done by combining all the separate lists 
of directions at a particular station (commonly called a 
station adjustment) and printing the results. (See fig. 
10.18.) 

In areas where earthquakes had occurred, an addi­
tional program, CRUSPROC, was run prior to the 
station adjustment. This program applied a correction 
to the observations to put all data in the same epoch. 
(This model and its use are fully discussed in chapter 
17.) 

The station adjustment program (STADJUST) 
could be run on all stations in the entire block (the 
option usually selected for the first run) or for selected 
stations within the block (usually selected to check 
corrections made as a result of the initial analysis). 
The analyst also had the choice of the radius to be 
used to define the limits of the region to search for 
possible matches with unidentified or rejected observa­
tions. In areas of limited line of sight (as in the 
eastern United States) or high station density, a value 
of 25,000 m was usually sufficient. Larger values were 
used in other areas. 

If an unsuccessful combination occurred, as eviden­
ced by large residuals on the combined observations, 
inconsistent values of observations coded to the same 
points in different abstracts could be resolved and 
corrected. (See fig. 10.19.) Lists were combined 
through common observations that could be to either a 
published station or an azimuth mark. Each observa­
tion to an unpublished point, i.e., those coded with a 
"N" or "U", were treated as separate observations, as 
were previously rejected directions. These observations 
were not used in the combination of directions even if 
one direction matched another. 

If significantly large residuals occurred on observa­
tions (other than reference or azimuth marks) the 
possibility of a misidentification was investigated. In 
general, rejections were not made at this stage, but 
were deferred to the analysis of the least squares 
adjustment results. 

Large residuals on azimuth or reference marks that 
were matched by name often indicated different marks 
had been coded with the same name or that discrepan­
cies existed between values observed in different years. 
These discrepancies were usually resolved by using the 
station des"criptions. If, for example, a recovery note 
stated that earlier observations were incorrect, the ear­
lier observations were rejected. 

If no errors were noted in the description or recov­
ery notes, the following formula was used to determine 
the maximum allowable residual on an observation to a 
reference mark: 

Maximum allowable residual = 1800/s, 

where s = distance in meters. If the residual exceeded 
this value, the earlier observations were rejected. 

Because the mark maintenance program was still 
active at this time, a memorandum would also be 
generated to the appropriate field person to investigate 
the problem. Often measurements to reference marks 
appeared to be switched and the correct orientation 
could not be determined. Again the oldest observations 
would be rejected and notes made in the block log. 

Another situation which indicated a possible error 
occurred when more than one component was formed 
by the observations. (See fig. 10.19.) In this case, it 
was necessary to look for an observation which could 
provide the tie between the components. The tie could 
be provided by a misnamed azimuth mark, an unnec­
essary rejection, or a misidentified observation. Occa­
sionally the best solution to the problem was to trans­
fer observations from one list to another. If the 
rotation to combine the observations into one list could 
be made only through a "N" or "U" station, then the 
observations in such a list were NOT transferred using 
these common directions. Rejected azimuth mark ob­
servations were not used for rotation nor were direc­
tions to reference or other nearby marks. Because 
multiple components might result in a weak geometri­
cal connection to the network at this station, this 
situation was studied carefully for a resolution. 

The second section of the station adjustment output 
printed the adjusted combined list. The program also 
printed a comparison of these combined observations 
with those determined by inverse. There were two 
types of computed directions. The first was the direc­
tion determined by using the identified position of the 
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Figure 10.18. Station combination from ST ADJUST. 
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Figure 10.19. Station adjustment validation. 

forepoint. A second possible computed direction match 
occurred with a data base station inside the user· 
defined radius to which the direction was not coded. 

The difference between the combined, observed, and 
computed direction was also printed. Differences great­
er than IO seconds with a linear error greater than 0.5 
m were flagged for investigation. 

The last value printed was the elevation difference 
between the standpoint and forepoint. If the magnitude 
of the sight angle was greater than 5 degrees, then the 
difference was flagged for investigation. 

Many data problems were revealed by this listing. 
Inconsistent spelling of the names of unpositioned ref­
erence and azimuth marks may have caused a mark to 
be treated as two different entities. This could be 
resolved by a simple name change. 

A frequent situation involved a match between a 
direction that had been coded with a "N" or a "U" 
and a data base computed direction. Many directions 
that had been miscoded were rescued by this process. 

Directions were flagged by the program as possible 
matches with the data base using the following for· 
mula: 

Tolerance (in arc seconds) (0.5)(206265)/(dis-
tance in meters). 

Verification of the identification of a miscoded or 
unidentified observation was based on similarity of 
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names, descriptions and, if necessary, previous NAO 
27 adjustments. 

Another problem resolved was a large difference 
between the combined adjusted direction and the com­
puted direction. Differences greater than IO seconds 
with linear errors greater than 0.5 m were flagged. 
Rejections were made only if a direction was clearly 
misidentified. Otherwise, the computed-observed terms 
generated in the least squares adjustment of the Trav­
deck for the project, the value of the geodetic position, 
and the coding of the observations were investigated. 
If a large difference in elevation was flagged, the 
DRAGNET printout was investigated for a possible 
error in the elevation passed to the RESTART file. 
· The next section of ST ADJUST listed all the dis­
tances observed from the station and compared them 
to the inversed distances. As with the directions, there 
were two types of computed (inversed) values which 
could be generated. The first was an inversed distance 
using the GP identified with the observation; the sec­
ond, if found, was one within the user defined radius 
which matched the observation within 0.1 m but was 
not identified with it. Any such distance found was 
flagged. The difference between the observed and in­
versed value was flagged if it exceeded 0.5 m. Large 
differences might occur if elevations were incorrect or 
distances had been incorrectly reduced to sea level. 

Also printed were stations within a given distance of 
the occupied station (usually 100 m) that had no 
observations and therefore could potentially indicate 
missing data. (See fig. 10.20.) If no direct observations 
were made, a search was made for a commonly ob­
served nearby mark (often a reference mark) which, 
when positioned, could provide a tie between the 
neighboring stations. 

Corrections resulting from the station adjustment 
analysis were made to the Trav-decks and to the data 
base as necessary. The steps to be rerun were deter­
mined by which files were affected by the changes, 
e.g., a data base change necessitated reretrieving a 
data base deck, rerunning DRAGNET, and recreating 
a REST ART file. Station adjustments were reran, 
however, only on those stations that needed correc­
tions. A special program to edit the RESTART file 
was used for limited types of changes and generally 
only used for the least squares adjustment rejections 
and standard error changes. 

A station report program, STREPORT, listed the 
observations and all associated data at a particular 
station in an easily viewed format. (See fig. 10.21.) 

STArlCNS WITHIN 100. METERS OF THIS STATICN 
"MEANS f'I,() DISTPJ\ICE OBSERVATICN 

10.4.5 Earthquake Area Analysis 
Some special considerations were necessary for the 

analysis of blocks overlapping earthquake areas. Prior 
to the NAO 83 adjustment, stations whose position 
changed because of crustal motion had a value pub­
lished for each epoch that could be identified from the 
observations available. This frequently resulted in sev­
eral geodetic positions associated with each station. 
Since in the NAD 83 adjustment only one position 
would be associated with each point (corrections would 
be applied to the observations to put them all in the 
same time epoch), numerous positions had to be re­
moved from the data base. 

In general four types of GPs might be associated 
with a station in an earthquake area: 

I. pre-earthquake 
2. post-earthquake 
3. pre-earthquake constrained 
4. post-earthquake constrained 

It was desirable to keep the latest pos1t1on (post­
earthquake constrained if available), so the research 
centered on identifying these positions and then iden­
tifying all the positions that should have non-adjust­
ability flags set. Because the shift was often greater 
than the default tolerance for clustering GPs in 
DRAGNET, additional care had to be taken to iden­
tify all positions either by increasing the tolerance for 
the cluster or by manually identifying all positions by 
name. 

10.4.6 Least Squares Adjustment Analysis 
In the final analysis step, the least squares adjust­

ment program NEMO was run along with the post­
processor program POSTPROC. In contrast to the 
TRAVlO least squares adjustment program, which had 
been used in the analysis of individual projects, 
NEMO used a height-controlled three-dimensional 
model (as would subsequently be used in the Helmert 
block adjustment of the entire continent). The RE­
ST ART file format was its input. 

A major purpose of the NEMO adjustment was to 
ensure that the interior of the block held together as a 
network. (See fig. 10.22.) The "observational sum­
mary" section of the printout listed the number of 
"from" and "to" observations for each station. If too 
few observations were present to position the point, it 
was flagged with a "U" (for undetermined) in this 
section. A search was then made for additional ob­
servations by checking the original computations of the 
position for the point. If no additional observations 

GEOlD PlJll'E 
JOB STATl()\I Nl'ME LATITUDE LCNG J TUDE HEIGHT HEIGHT COORDIN<!.TE 00.DER QID/QSN 

0321114130061 16056 Af' 48 .'>MS ECC 1966 32 49 15.34683 111 43 16.24860 479.86 o.o 042 lS 

Figure 10.20. Sample list showing possible missing connections between closeby stations. 



Chapter 10. Block Validation 73 

JULY 30, 19~5 
STATION REPORT STATlON 532 

JOB STATION NAME LATITUQE LONGITUCL HEIGHT GEOID HT PLANE CO ORD ORDER QID/QSN 

166H QUINCY DOPPLER STA 51213 3q 58 23.<-4324 120 56 24.P.0290 1083.91 o.o Obi TT 0391204440013 I~ 

GRAVl~ETRIC PECCRD 
Q 39 58 31.Hrou 120 Sb 17.84000 -2.lf.5210 

DIRECTT0~S 

DATE JOO TS• TO-STAT IO~ NAM[ CONO LN OBSlRVATION CM Sl CK LN 

2H978 15859 503 AeGENT!Nl l'Hci 0 o.oo 0.121 0.6 GUINCYOl 
2H97B 15859 504 AP GO TI NE POCK LOOK CUT 1G49 0 9 4.20 0.128 ~UINCYOl 
241978 l 5859 529 CLAREMONT USGS 1949 1b 42 32. 90 -0.020 1.0 GUINCYOl 
241978 15859 1233 ~DUNT HOUGH LOOKOUT TO\. E.P l 94q 2'9] 35 u.~o o. 010 r.ulNCYOl 
241978 15859 531 QUIN CY STA 7051 197'f 3"7 .15 29.10 u.11~ c.s GUINCYOl 
241978 15859 530 QUIN CY STA 70~1 ECC 1974 354 19 3Y.17 0.121 0.8 f.UINCYOl 

323979 1585~ 503 ARGENTlH 1949 2 - 0 0 o.oo o. 098 o •• GUINCYOl 
323979 15859 ~04 ARGEflJTINE ROCK LOOKOUT 194'1 0 9 3.11 o. 09R 2.1 GUINCYOl 
32397• 15859 529 CL AR E~O~H USGS 1949 1b 42 Sl.38 -o. 015 0.1 GUINCYOI 
32397• 15859 533 QUINCY AH IE S 197CI 169 14 20.58 o.OH9 o.e GUINCYOl 
323979 15859 1233 ~.OUNT Hour,e LOOKOUT TO WL" 1949 291 35 14 .5< o.ou~ (;lJJNCYOl 
32397• 15859 531 CIJINCY ST A 7"1 1974 32 7 35 21. n o. Ol•f O.H ~UINCYOl 
32397• 15859 5!0 quJNCY STA 7051 lCC 1974 354 )9 40.81 O.IJGj o.a l'.;.UINCYOl 

324979 15859 503 ARGfNTINE 1949 0 0 o.oo 0.098 o.s UUINCY 01 
324979 15859 533 au 11\jcy ARI rs 197" 169 14 26.0f: o.os9 o.s GUaCYOl 
324979 15~5~ 531 GUIN CY ":;TA 7051 1974 3;>7 ~5 29.24 o. Ohrl 0 .o GUI NC YO! 
3 24979 115859 530 OU!r>JCY ST~ 1001 l cc. 1974 354 19 36.CO o. 093 o.tt QUJNCYOl 

DISTANCES 
DATE JOI> TSO TO-STAT IO' ~A~E co~o OBsEHVATION CM Sf DK LN 

324979 1585~ 533 ~UJ~CY ARJES 1C?7Q 34.704 1.4 l. 0 QUINCYOl 
322979 15859 x 5.13 ]UJNCY ARIES )979 34.-,lq 5.0 9.9 QUINCYOl 
322979 15859 x 533 GUINCY AR I [ S 1973 34."!21 s.o 9.9 <.UINCYOI 
241978 15859 530 QUINCY STA 7051 [CC 1974 b 0. 9f;b 17. 0 1.0 GUl~CYOl 
?41978 15859 531 GU IN CY STA 70~.] 1974 65.454 17.o 1.0 OUINCYOl 

Figure 10.21. Sample STREPORT listing. 
(LN-list No., CM-crustal motion, SE-standard error, DK-Trav-deck name) 

***V~~trtV~IJV~~L .UMMf9K Y 

Rf &N ELIM C Mt-' 'I•~ ME :: If A;'.1 t I".: I:' F ~ ,-~ O.::Ll'' C~P "'J Afi1£ DIR AZ! DIS 
Ff'' 1·: 

1009/ 
FRH TO 

I 1 728C Ob/ •t' 2'l L: A-~ TU. !dC 12 ll 0 . 
3 n cl! 11~ £ $HAr7'.) 1- E Ilk c . i"? Ol'J\ACLE " 4 0 + 
5 30 0 1 ,)F THf_ l>1Uf'HJ4."''r '" "1C\JUME""T l '.)2 19J5/ 5 5 0 . 
7 32 c l UF Tl.if e:-uNvA:-v ;:>~ "1C!NUMENT E3 l9v9 6 6 0 . 
9 31 2 s,;.r;~~[Y Joe : C.lQ'7 .,, 

37 !3At(~[Y 2 ll•C 1974 6 4 0 . 
11 324 3 ,SltARI' P£AK E OF BACK •U ! ~ ;.r:: liA'-1~ rec 1 c;.c ,, 8 8 0 . 
I3 5 :i ~ [AcT ~ 4 3:~ 4 Hl&H[ST PINNACLE "' ~ lillUB 0 0 0 •U 
15 5'1 TALU ~ lS 54 "'01-.JUMENT ][IQ 1909 3 l 0 . 
17 33 ~l·NL1 f'llENT lJl i ·•:=-:i 1 Q 4' Gt< Lo me 1 ~:.c. 9 7 0 + 
19 4~ li'" !lb : J"C l 974 2.., 44 ? c! A CK !BC 10('';1 15 13 0 + 
21 4C BACK .. l 074 "'Z 41 SLIDE me 19V9 9 7 0 + 
23 41 ~LILJE 0 I!JC 1914 "·4 7S L%T !BC l~U" 7 10 0 . 
25 326 0 111111111 jiQl;I• _.., ' •U 2f. 50 LH~E I6C l ~11) " 7 1 . 
27 56 < VI i:'.I ~vf me 1919 " I~ 7q 51- 2 MO•UME:H 9f l 91 D 0 2 0 •N 

Figure 10.22. Sample of original printout of NEMO observational summary. 

were located, then the station would be deleted from 
the adjustment by setting the appropriate flag in the 
data base. 

Because positions could not be deleted from the 
RESTART file, deleting a station was somewhat cum­
bersome. It was necessary to delete the GP from any 
Trav-deck in which it appeared, code the observations 
to it with a "N" or "U" (indicating that it had no 
associated position), set the flag in the data base to 
nonadjustable, and rerun all steps necessary to recreate 
the RESTART file. 

NEMO provided a list of the specific connections 
between all points in the block. (See fig. 10.23.) Each 
point's internal station number was listed followed by 
all those stations to which it was directly connected. 

This was especially useful in determining all observa­
tions to a particular interior point when investigating 
large residuals. 

NEMO performed a solution holding junction points 
fixed. This section printed the numbers of singular (or 
nearly singular) interior unknowns plus all stations hav­
ing observations to or from these points. If the stations 
which were originally used to determine a singular 
station could be identified, then figure 10.23 could be 
used to find out which observations were coded and 
which were not. To resolve the singularity, it was 
necessary to either locate additional connections or to 
reclassify the point as unadfustable. Singularities did 
not prevent NEMO from running to completion, how­
ever. The coordinates of such stations were fixed at 
the input values and the process continued. 
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NEIGHBORS OF ALL POINT< 
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Figure 10.23. Sample list of connections between block points. 

Observations were listed when the value of the 
computed-minus-observed term exceeded 30 seconds or 
the associated linear error exceeded 5 m. (See fig. 
10.24.) For convenience sake, these differences are 
called "misclosures." Each such term was compared 
with the value from the Trav-deck adjustment in 
which it appeared. If the same term appeared there 
and was resolved in the adjustment (a sign of only a 
poor starting position), no action was taken. If new 
misclosures appeared, then additional investigation was 
necessary to find the cause-usually in changes to 
observations or positions during the block validation 
analysis. Large misclosures for no-check observations 
were usually not investigated. 

If the maximum position shift was less than 0.03 m 
and there were no excessive misclosures, the solution 
was considered to have converged. (See fig. 10.25.) 
(This criterion was adopted in January 1984; previous­
ly the criteria had been 0.003 m.) 

If the adjustment did not converge then the reason 
was investigated. The problem may have been large 
position shifts at some stations, which would require 
more iterations to meet the convergence criteria. These 
poor preliminary positions would be recomputed, the 

•••ITERATIO'\' 

•••TRt..1L1eL:Sl:M£ CbStJV~T!f.l''S 

FROM Tv cc l rou~"l'lfICATI11' r".;.., 

.?fl i:: lf'J74 )(" x y c ·~ Ct.'? TLi:.. Tb C :·co ':Hl[f I rte 

data base updated, and a new RESTART file created. 
(Positions in the RESTART file could not be changed, 
deleted, or added.) 

Nonconvergence also occurred when a very weakly 
determined station was held fixed and the reordering 
routine placed this station last in the order of elimina­
tion. In this fairly rare case, manually fixing another 
station would result in the adjustment meeting the 
convergence criterion in two iterations. 

Large elevation differences between nearby stations 
(e.g., two stations 3 m apart but differing in elevation 
by 10 m) could also cause the solution not to converge. 

When a large number of positions in the block were 
poorly determined, more than two iterations might be 
needed to achieve convergence. In this case the posi­
tion shifts from one run of the program could be 
retained to temporarily update the positions for the 
next run. 

The solution might also diverge-i.e., the shifts in 
position might increase from one iteration to the next. 
When this occurred, the cause was usually due to 
incongruous observations. A common example of this 
situation occurred when the observations to two nearby 
intersection stations were reversed. 

T (I LIST 08S c-o DIST LINEAA 

1 -~ u 'j OJ L25170969 -36.76 10375.355 1.s 
lt: '3 74 ~;..'A...,)~ ':,t !.· T'....l IloC lCQj c O ·:L :.H~r EC HAit'. ~. Q6922:530C -131.76 5208.915 3.3 
lt'3 7'+ ~ I(,. .-. ~ s CA~Tlf JDC l ~ U'7 ·~-;~1UMf•JT le.I l'?CL· 01 u8646100C -33.73 6241.187 1. 0 
1(-~74 ){Y,)('l'J1 CA<'TL. I cc i ·-.: 7 c 1 -F Tiit:: bOl''~L\Ai'Y '1 1Li8l:J5509 65.81 8261.243 2.6 
1 b";l /4 '<X>'.'.H.~ CASTL~- lbC . _, ~ '-'i f~ -~ r: ~j t: Y r; c :_ qo.; r1 151345929 188.83 101310816 9o3 

75 1t,-,74 itX )('1 "lC' CASTLc !BC ) ... :? .;.K r::)K P'C Lt74 Cl L•908o719 52.46 11139.579 208 
2 n 1 U'3 74 XAA ., 'l C.A~TL[ !H : ~ Q :< ~U1Ut.1r Tf.C 1' c ~ Ll 104472719 :i5o06 8296. 048 2o2 
2 1: lb974 XXX9i4 CA.~TL:. H•C 1 ~ J '? :;,K'JllK I PC. :,74 r2 09i;oe::>1 oo 58066 111390579 3o2 
2 lJ l ~'i74 XXX':?74 C' STLE I8C 1"'09 Bl'l 0 N:Y roe l ~ 74 U2 1~·1345189 110063 101370928 5o4 
2 7' ! ;,~ 74 XXX9 7t• C.4.STLE H1C 1-·['<:l S{,11_1.A:,., c IbC 197 lf C2 1CH73935 53.30 8295.776 2ol 
2 7" J .L ~l.j74 xxx·17:+ CA::iTLE lbC : ~c ::i ;.·?U6'... 0 rn.c 1974 03 104'173719 =>5.50 8295.77& 2o2 
2 75 16974 V.X-Y..9 7t., USTLE !FC "'1 O? ... ~ ;'.' VK I°C l ':l 74 -3 U990At>ll9 5So46 11139.579 3o2 

75 15S6 J l 7119H C 6 ~TL~ !HC 1 ~ s ·., :...l<.OGJol. IFC 1 \'74 Ql ~'?908=>097 58.68 11139.579 3o2 
7c 1536 7 l 7ct9 74 C.A ~TLE HC l ·'0' ,;, 1UA1,• 0 l~C l '7 4 r 1 lC4'73941 53.2e B295o77b 2ol 

2 10 15 jo 7 17897:1 CA'TU rec :"LI? t.;A.~M. y - l-4C p 74 n 15134!::il88 110.64 101370928 5o4 
2 75 l !"': 30 7 17~ ~ 74 CA::OTU: !PC l ·, 0-l ~r\ "VK !CC 1-; 74 r2 J9908:i121 :ie .44 111390579 3o2 
2 n 2 15.l6/ 17f'77 !t Ca':. TLE !8C l ·~' c J .:.QUA ... HH.: l '17" 02 1:::4473720 55.49 &2950776 2o2 
2 10 l~:.o7 l7b'J74 Ce'Tlf !EC 1 :- c ~ [i~kr.r:: v 0 It C L-74 ('2 1513'+;150 lllo03 10137.928 s.!. 
'+ 75 3 .. H":'7'+ XX.I'! r:i •·. PHrn cu: y(:J:JK FIC 1,;74 01 151513409 -39.o9 70860832 lo4 
7 H'-J7lf )( X)'C "'.'1 ' l 'F Thf: BC'UtvDAr: Y CA STL[ IbC 15[7 01 317025869 -'+~o 71 82610243 2o0 

c 3 l6':P4 X )(A 'l:)~ "!"JNL'"'t:.:NT 103 J. ~Jq CA~TLE JbC lo,:-,. 01 27BO't:560G -147.51 6241.187 4.5 
20 l".>'::114 XXX'JO? B 41'.t'\l: Y l~ c i-:ic'J :~ACK IL~ C 1 'l,:19 al Pi0172239 -14.56 8255.6/tq 3o0 
p l ~':174 xxx "lJ - ~A .ir;-:_ Y Ii:C l c. i:'9 .>CHIA\~ ! LIL 1 C.,.1'1 Ll 0533b4150 -75.43 75150024 2o7 
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Figure 10.24. Sample of an original printout of troublesome observations using NEMO. 
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***CONVERGENCE CRITEPJ6 

project. (See fig. 10.27 .) Statistics tabulated were: 1) 
mean absolute residual, 2) sum of the weighted residu­
als squared (PVV), 3) normalized residual, and 4) 
sample size. This section was intended to be used to 
identify the need for scaling projects or observations. 
The person doing the block validation analysis did not 
routinely use these statistics unless a combination of 
large variance and small residuals indicated a need to 
scale an entire project. 

PVV 
DEGREES OF FRCEQj• 
VARIANCE OF U~IT WEIGHT 

.S.4(11 1Hi407f+"? 
26':>4 

l .2Rl6.3bl;0t +VC 

M'XIMUM POSITIC~ ~HI~T (M~T~R~l 
ITERATIONS FAILlD T~ CC~V~PGr 

Figure 10.25. Convergence criterion. 
All weighted residuals exceeding 2.5 in absolute 

value were listed in descending order showing type of 
observation (i.e., distance, direction, or azimuth), 
"from" and "to" internal station number, the number 
of the list on which the observation appeared, the 
name of the Trav-deck in which it appeared, and the 
value of the normalized residual. (See fig. 10.28.) This 
listing ensured that all of the largest residuals were 
resolved. It was often marked with the resolution in 
each NEMO run for inclusion in the block folder. 

Figure 10.26 shows the shifts dx and dy and the 
vector shift. These shifts could be used to identify 
particularly large changes in a position that might 
represent a misidentification. 

The postprocessor program, POSTPROC, printed 
tables of statistics about groups of observations based 
on each project and each observation type within that 
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BLACK ~nuNTAI~ 1920 
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WASSO'I 1920 
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Figure 10.26. Program NEMO showing dx and dy coordinate shifts and vector shift. 
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Figure 10.27. Residual statistics using POSTPROC. 
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DECEMBER 10• 1984 

F# TO LIST DECK YSQP 

DST 67 295 DATABASE B.542 
DST 67 295 DATABASE 8.479 
DST 67 .295 DA TA BASE 8.479 
OfT 67 26 DATABASE 8.H7 
DST hi 26 DATABASE 8. 3B5 
OST (,/ <6 DATABASE B.159 
DST 67 u OA TA BASE e.030 
~H 234 235 Gl6974 6.200 
~IP. 271 272 B"4R.DEMAR 5.785 
DST 221 226 CA~ TRV 25 5.'f90 
D!J? 71 74 FAIRCIRC -5.125 
OST 2~1 S4'+ CANTPV25 '+.415 
r,1q '7 SA Gl6974 4.266 
rsT 2f 1 3'+4 CAHPV 25 •.067 
us T '~ 84 Gl6974 '+.OOG 
OST 251 34'+ CA·HRY25 3.652 
DIH 160 170 Gl6'374 2.625 
D~T 2:.1 34'+ Gl6974 2.597 

Figure 10.28. List of highest residuals in POSTPROC. 

The main portion of the POSTPROC printout listed 
all observations and residuals for each station that had 
one or more observations with a weighted (normalized) 
residual greater than 2.5 seconds or a rejected observa­
tion. (See fig. 10.29.) 

The following criteria were used to reduce the num­
ber of normalized residuals greater than 3.0 seconds: 

1. If a collinear observation existed which was not 
used only for orientation, the observation was 
rejected. 

2. If no such collinear observation existed, the 
standard error was doubled until the normalized 
residual was under 3.0 seconds. 

RESIDUALS A•a.Lvs:s . F ,;~-~T~PT FIL( 

3. If a direction observation to an intersection sta­
tion had a high normalized residual, it could be 
rejected if at least three usable observations 
from different stations were left. 

4. If not enough observations existed to meet this 
criteria, the standard error was doubled as be­
fore. 

5. If all the residuals to a particular station were 
large, it usually indicated that the observations 
were not intersecting correctly and the point 
might have to be removed. If the observations 
fell into two groups several years apart, the 
station may have been rebuilt. In this case only 
the latest observations were kept. 

6. Normalized residuals above 3.0 seconds on the 
length data set or astronomic observations re­
quired a data base update for resolution. The 
analysis and criteria used for determining the 
changes to these observations were the same as 
for the other observations. However, after the 
updates were made to the data base, all the 
block validation procedures had to be rerun 
leading to the creation of a new RESTART file. 

In general, throughout these procedures if two sour­
ces of data were inconsistent and no clear preference 
for one or the other could be found, then the newer 
source was kept. Extensive logs documented all inves­
tigations and changes. In addition, changes that af­
fected the descriptions and recovery notes were for­
warded to the National Geodetic Information Center 
for data base editing. 

MARCH 02. 1984 
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YUMAD!cT '+50 24 20'::' S!LVLP. Blll 1915 C25C:.20 o>; Gr~ t • :J t M(iur~TAir. o.os1 o.ooo o.ooo 
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Figure 10.29. Sample printout of POSTROC residuals. 
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10.5 HORIZONTAL DATA ENTRY 

With the completion of the analysis of an individual 
block, the data contained in the RESTART file were 
ready for data base entry. Only data included in the 
file were loaded at any given time. Hence, observations 
in an individual Trav-deck might be split among sev­
eral blocks and loaded at different times. Because the 
block boundaries were arbitrary, many observations 
crossed them and would appear in two blocks. The 
following rule applied: any such observations appearing 
in one block must also appear in the other block. 
Furthermore, the two appearances of such observation 
records had to be identical, except for the standard 
error or rejection field. The data base programs in­
sisted on consistency, 

Data base observation entry performed two specific 
checks. First, it verified that the positions in the RE­
START file matched those in thP data base. Second, it 
checked those observations that crossed the block 
boundary. If the neighboring block had already been 
loaded, then the two sources were cross-checked for 
consistency. (See fig. 10.30, observations B and C.) 
Fatal error messages included: "The following observa­
tion was expected, but not found in the RESTART 
file"; and "The following unexpected observation was 
found in the RESTART file." Warning messages in­
cluded: "SE or rejection flag differs in the DB and 
RESTART obs." Information concerning observations 
to stations in blocks that had not yet been loaded were 
also accumulated. (See fig. 10.30, observations A and 
D.) This double entry accounting system localized any 
errors due to noncontiguous boundaries or inconsistent 
observation identification. 

As explained earlier, additional positional informa­
tion also resulted from the block validation analysis. 
The positional accuracy information of the best order 
of the station and the types of observations (as re­
flected in the winning "order" and .. type" of the sta­
tion) used to best determine the position were updated. 
New elevations were also obtained from the informa­
tion in the observational data. 

The observation loading took place from January 
1983 to April 1985. Many of the 843 blocks were 
loaded with no problems. Only 327 needed corrections 
made to the previously loaded observations or to them­
selves. Most of the changes were made to the last 
blocks loaded as they were generally in the more 
congested areas of the country. 

Upon completion of the loading procedure, a pro­
gram was run to migrate all the Trav-decks back to 
tape. All the on-line files (including the RESTART 
files) were then scratched. 

The block validation log folders were archived, since 
it was assumed that the results of the analysis would 
be relevant to any future use of the data. There was a 

great deal of variation in the amount of work required 
to validate an individual block. For some blocks, many 
actions had been taken and the folders were quite 
large. 

LOADING 
BLOCK 

NETWORK 
NOT YET 
LOADED 

NETWORK 
LOADED 

6c 

IEGEND 

.6---.... Observation 

f.. -----~ross-Reference 

Figure 10.30. Data base observation entry validation. 
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APPENDIX 10.A 
RESTART FILE STRUCTURE 

BLKNAM: Block Name 
An arbitrary name used by the block assignment program BLOCKOL1T to identify the 
output files from DRAGNET and to identify the data base input deck. 

DATUM: Datum Used 
The following datum codes are defined: 

- J\'AD 27 
- PNAD83 
- MR78 
- NAO 83 

SE: Table of default standard errors to be used when the standard error is not gi~en explicilly, 
Inserted by CREAPROC. 

122 SECODE - eel observation code 
123 SESE I - components needed to compute default 
124 SESE2 - standard error5 as in TRA VI 0 

PROJ: Project Name 

BL: Record Containing Block Boundary information 
6 BLBDI - minimum degrees of latitude 
7 BLBMI - minimum minutes of latitude 
8 BLBS l - minimum seconds of latitude 
9 BLLDI - minimum degrees of longitude 

10 BLLMI - minimum minutes of longitude 
11 BLLSI - minimum seconds of longitude 
12 BLBD2 - maximum degrees of latitude 
13 BLBM2 - maximum minutes of latitude 
14 BLBS2 - maximum seconds of latitude 
15 BLLD2 - maximum degrees of longitude 
16 BLLM2 - maximum minutes of longitude 
17 BLLS2 - maximum seconds of longitude 

ST: Station Record 
26 STGN - accession number 
27 STNAME - station name 
28 STBD - degrees latitude 
29 STBM - minutes latitude 
30 STBS - seconds latitude 
31 STLD - degree; longitude 
32 STLM - minutes longitude 
33 STLS - seconds longitude 
34 STGHT - geoid height 
35 STHTCD - height code 
36 STHT - elevation 
37 STZI - plane coordinate zone 1 
38 STZ2 • plane coordinate zone 2 
39 STZ3 - plane coordinate zone 3 
40 STQID - QID (quad identifier) 
41 STQSN · QSN (quad sequence#) 
42 STOT - station order type 

421 STIN - interior station 
422 STJUN - junction station 

44 STISN - internal station number 
45 STBSE - standard error of latitude 
46 STLSE - standard error of longitude 
47 STBLCV - covariance of latitude and longitude 

STSHFf: Record or Adjusted Positions 
49 STITER - number of iterations 
50 STDB - latitude shift-seconds 
51 STDL - longitude shift-seconds 

A9 format 

19 format 

Al format 
F4.J format 
F5.3 format 

A9 format 

13 format 
12 format 
T2 format 
I3 format 
12 format 
12 format 
13 format 
12 format 
12 format 
13 format 
12 format 
12 fonnat 

AS format 
A32 format 

13 fonnat 
12 format 

F8.5 fonnat 
13 format 
12 format 

F8.5 format 
FS.1 fonnat 

II format 
f7.2 format 

A3 format 
A3 format 
AJ format 
A9 format 
A4 format 
Al format 
11 format 
II format 
14 format 

F8.5 format 
FS.5 format 

fl3.10 format 

12 format 
FB.5 format 
FB.5 format 
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AP: Record Containing Astro Positions 
(If both astro positions and gravimetric positions exist, they should match to within 0.2") 

57 APCODE - eel code 
58 APG - accession number 

581 APPD - degrees of latitude 
59 APPM - minutes of latitude 
60 APPS - seconds of latitude 
61 APED - degrees of longitude 
62 APEM - minutes of longitude 
63 APES - seconds of longitude 
64 APST - state code 

GR: Record Containing Gravimetric Information 
(If both astro positions and gravimetric positions exist, they should match to within 0.2") 

114 GRCODE- eel code 
115 GRPD - degrees of latitude 
116 GRPM - minutes of latitude 
1 J 7 GRPS - see-0nds of latitude 
118 GRED · degrees of longitude 
119 GREM - minutes of longitude 
120 GRES - seconds of longitude 
121 GRGHT - geoid height 

AB: Record of Abstracts 
66 ABG - accession number 
67 ABDATE - date 

670 ABCNT - # of usable obs. on abstract 
673 ABDK - TRAV deck name 

68 ABLIST · list number 

DR: Record of Direction Observations 
70 DRCODE - eel code 
71 DRSE - standard error 
72 DRVIS - visibility code 
73 DRD - degrees 
74 DRM - minutes 
75 DRS - seconds 

751 DRCM - crustal motion correction 
81 DRNUM2 - internal "to~ station #(zero if nonpositional) 
82 DRNAM2 - name of "to" station 

821 DRSTCD - status code (cc66, U,N, or null) 
83 DRREJ - rejection code 

I-rejected 
0-not rejected 

831 DRY - residual 
832 DRVSE - standard error of residual 

AZ: Rttord of Azimuths 
85 AZCODE - eel code 
86 AZG - accession number 
87 AZDATE - date 
88 AZSE - standard error 
89 AZD - degrees 
90 AZM - minutes 

" AZS - seconds 
911 AZCM - crustal motion 

95 AZNUM2 - internal "to" station # 
96 AZNAM2 - name of "to" station 

961 AZSTCD - status code 
97 AZREJ - rejection code 

I-rejected 
0-not rejected 

971 AZV - residual 
972 AZVSE - standard error of residual 

DS: Record of Distances 
99 DSCODE- eel code 

100 DSG - accession number 
101 DSDATE - date 
102 DSSEI - standard error 
103 DSSE2 - standard error 
104 DSDIS - distance 
125 DSCM - crustal motion 
106 DSDK - deck name 
110 DSNUM2 ·internal "to" station # 
111 DSNAME2- "to" station name 

Al format 
AS format 
13 format 
12 format 

FS.5 format 
13 format 
12 format 

FS.5 format 
Al format 

Al format 
13 format 
12 format 

FS.5 format 
13 format 
12 format 

FS.5 format 
F9.3 format 

AS format 
A6 format 
13 format 

A9 format 
12 format 

Al format 
F3.l format 

Al format 
13 format 
12 format 

FS.2 format 
F7.3 format 

14 format 
A30 format 

Al format 
11 format 

FS.2 format 
F5.2 format 

Al format 
A5 format 
A6 format 

F3.I format 
13 format 
12 format 

F5.2 format 
F7.3 format 

14 format 
A30 format 

Al format 
II format 

F5.2 format 
F5.2 format 

AS format 
AS format 
A6 format 

F4.l format 
F3.I format 

FI0.3 format 
F7.3 format 

A9 format 
14 format 

A30 format 

79 
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165 DSSTCD - status code 
112 DSREJ - rejection code 

I-rejected 
O-not rejected 

126 DSV ·residual 
127 DSVSE - standard error of residual 

SU: Reconl of Supernumerary Observations 
129 SUNAME - supernumerary station name 

SUAB: Record of Supernumerary Abstracts 
131 SUABG - accession number 
!32 SUABDA - date 
134 SUABDK - TRAV deck name 
135 SUABLI • list number 

SUDR: Record of Supemumerar~· Directions 
137 SUDRCD - eel code 
138 SUDRSE - standard error 
139 SUDRVI - visibility code 
140 SUDRD - degrees 
141 SUDRM - minutes 
142 SUDRS - seconds 
143 SUDRNA - "to" station name 

1431 SUDRNU - "to" station number 
166 SUDRSC - status code 
144 SUDRRE - rejection code 

I-rejected 
0-not rejected 

SUAZ: Record of Supernumerary Azimuths 
146 SUAZCD - eel code 
147 SUAZG - accession number 
148 SUAZDA - date 
149 SUAZSE - standard error 
150 SLAZD - degrees 
!51 SUAZM - minutes 
152 SUAZS - seconds 
153 SUAZNA - name 

1531 SUAZNU- "to" station# 
167 SliAZSC - status code 
! 54 SUAZRE - rejection code 

1-rejecled 
0-not rejected 

SUDS: Record of Supernumerary Distances 
156 SUDSCD - eel code 
157 SUDSG - accession number 
158 SIJDSDA - date 
159 SUDSSI - standard error 
160 SUDSS2 - standard error 
161 SUDSDI - distance 
162 SUDSDK - TRAV deck name 
163 SUDSNA - ~to" station name 

1631 SUDSNL - "to" station number 
168 SUDSSC - status code 
164 SUDSRE - rejection code 

!-rejected 
0-not rejected 

Al format 
11 format 

Fl0.3 format 
FI0.3 format 

A30 format 

A5 format 
A6 format 
A9 format 
12 format 

Al format 
Fl! format 

Al format 
13 format 
12 format 

F5.2 format 
A30 format 

14 format 
Al format 
11 format 

Al format 
AS format 
A6 format 

F3.l format 
13 format 
12 format 

F5.2 format 
A30 format 

14 format 
Al format 
II format 

Al format 
A5 format 
A6 format 

F4.l format 
F3.1 format 

FI0.3 format 
A9 formal 

A30 format 
I4 format 

Al format 
11 format 
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11. DATUM DEFINITION 

Bernard H. Chovitz 

It.I INTRODUCTION 

A datum may be defined as a set of specifications 
of a coordinate system for a collection of positions on 
the Earth's surface. Although the NAD 83 adjustment 
was primarily concerned with horizontal positions 
(thus involving only two coordinates), many of the 
supporting observations were three-dimensional in na­
ture (e.g., Doppler, VLBI). Furthermore, a two-dimen­
sional reference surface is naturally embedded in 
three-dimensional space. Therefore, a three-dimensional 
coordinate system is assumed. 

More specifically, we must define both: 

(I) a reference surface to which the latitude and 
longitude coordinates are referred, and 

(2) a three-dimensional Cartesian coordinate system, 
the origin, orientation, and scale of which must 
fit the coordinates of physical points in the sys­
tem. 

For both the reference surface and the coordinate 
system, we must consider: 

(I) issues of philosophy or principle (reasons for the 
chosen attributes of the datum), and 

(2) issues of materialization (how these attributes 
are achieved). 

In a hybrid adjustment like the NAO 83, we have 
several groups of observations, such as terrestrial sur­
veys, Doppler positions, and VLBI baselines. Each 
group is specified with respect to its own (possibly 
preliminary) coordinate system. A common new datum 
is obtained by defining the transformation from each 
individual coordinate system to the final system. 

Because the transformations are in the form of 
linear least squares solutions (any actual non-linearity 
being accounted for by iteration), the mathematical 
form of the transformation between three-dimensional 
Cartesian coordinate systems is given by: 

(II.I) 

where Y, A, and X are 3 X 1 vectors, k is a scalar, 
and R is a 3 X 3 orthogonal rotation matrix. In this 
equation, X represents a position on the preliminary 
datum, Y is the position on the new datum, A defines 
the origin shift, R defines the change in orientation of 
the coordinate system, and k defines the change in 
scale. 

Both X and Y are assumed to be expressed in 
Cartesian coordinates. These can be transformed to 
ellipsoidal latitude, longitude, and height by a trans­
formation that involves the semimajor axis and flatten­
ing of the ellipsoid. 

Equation (11. l) contains seven parameters-a shift 
in each coordinate, a rotation around each coordinate 
axis, and a scale change. Some observational types, 
such as angles measured by theodolite, are indepen­
dent of any coordinate system, and are not changed in 
any way by the transformation (II.I). Consequently, 
they give no information about the parameters in 
(11.1). For this type of group, it would be necessary to 
constrain all parameter corrections to zero. 

Some observational types, like Doppler data, are 
transformed into positional coordinates before being 
used. In this case the derived coordinates are treated 
as observations and observation equations are written 
for them. Such positional observations are dependent 
on the parameters of the coordinate system in which 
their numerical values are expressed. For groups con­
taining these observation types, the parameter correc­
tions must be determined in the adjustment. 

Still other observational types fall somewhere in 
between: distances depend only on the scale of the 
coordinate system, not its origin or orientation; position 
differences depend on scale and orientation but not on 
the coordinate system origin. 

Table I I.I shows the parameters that actually ap­
peared in the observation equations used in the NAO 
83 adjustment. Of these, three translations, three rota­
tions, and a scale could be arbitrarily chosen, specify­
ing the coordinate system of the adjustment. It was 
not necessary that all seven parameters arbitrarily cho­
sen belong to the same group. 

TABLE 11.l.-Global parameters 

Parameter Terrestrial Doppler 

X shift . F 
Y shift F 
Z shift f 
X rotation .. F 
Y rotation . F 
Z rotation . f A 
Scale .. A F 

F = parameter fixed at a priori value in the final solution 
A= parameter solved for in the final solution. 

VLBI 

A 
A 
A 
A 

No global rotation parameters around the X and Y 
axes were used for the terrestrial data. The only ob­
servational types that could be affected by these pa­
rameters would be the astronomic azimuths. It was 
deemed that these observations were properly referred 
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to the Bureau of International de l'Heure (BIH) pole, 
so that it would not be useful to carry corrections to 
these quantities as unknown parameters. 

In the last iteration, the fixed parameters were the 
origin shifts, X and Y rotations and scale for Doppler 
data, as well as the Z rotation for terrestrial data. 
Numerical values were obtained for the other param­
eters at the highest level of the Helmert block adjust­
ment. These are described in chapter 18. 

11.2 CHOICE OF ORIGIN 

From the earliest discussions, it was proposed that 
the coordinate system for the NAD 83 datum should 
have its origin at the center of mass of the Earth. This 
had been done before only for systems used for special 
applications and restricted audiences, such as the 
WGS 72 system used for military applications. It had 
not previously been carried out for a datum used for 
civilian surveying and mapping. 

11.2.I Philosophy 
Regardless of the value of a geocentric (as opposed 

to a local) origin, this option was not practical before 
the satellite era. Afterwards, although favored for sat­
ellite tracking, military applications, and other global 
activities, there was still the question of whether it was 
the right choice for NAD 83. The documents leading 
to the funding of the new datum project had recom­
mended and assumed a geocentric origin [see, for 
instance, National Academy of Sciences/National 
Academy of Engineering (1971)], and a geocentric 
origin was implicitly assumed within the NAO project. 
However, the wisdom of this choice continued to be a 
matter of discussion for several years. [See, for in­
stance, Baker (1973), Chovitz (1973), Rice (1973), and 
Moritz (1978).] 

The major reason for choosing a geocentric origin 
was universal compatibility, in particular with the 
aforementioned military and satellite systems. It was 
anticipated that eventually many surveyors would use 
satellite surveying equipment like Global Positioning 
System (GPS) receivers. In their normal configuration, 
these instruments produce positions in a geocentric 
system. Although the computers used with these re­
ceivers could be programmed to produce coordinates in 
a local non-geocentric system, there would always be 
some uncertainty as to whether this was done cor­
rectly. The surveying and mapping community would 
be best served if there were no chance for confusion. 

A major objection to a geocentric coordinate system 
was that geoid heights would be larger than had been 
the case for NAD 27. But this is not necessarily a 
disadvantage of a geocentric system. It is desirable to 
keep geoid heights small only if one intends to ignore 
them. If these quantities are known and properly con­
sidered in the computations, their size is immaterial. 
Therefore, the uncertainty of the geoid heights, not 
their absolute magnitude, is the important consider­
ation. The determination of a detailed geoid to support 
the NAD 83 adjustment had already been planned. 
Thus geoid heights could be published with the new 

NAD 83 coordinates, and surveyors who wished to 
achieve high accuracy could consider these quantities 
in their computations. 

There was thus a choice between which surveyor 
was to suffer the potential confusion caused by the 
switch to a new datum-the one utilizing a satellite 
survey system or the one attempting to observe and 
compute highly accurate conventional surveys with 
theodolites and electronic distance measuring instru­
ments. The burden was placed on the latter, because it 
was expected that there would eventually be more of 
the former. The effect on truly local surveys, those 
confined to a city or county, did not play a role in this 
decision. The accuracy requirements are so modest, 
and the effects of geoid heights so limited, that local 
surveys would not be seriously impacted by either 
choice. 

The introduction of a geocentric origin does not 
actually worsen the range of geoid heights in North 
America, but introduces a bias which increases the 
average value. Coordinate differences between NAD 
27 and NAD 83 are sufficiently large to require re­
casting of the map graticule for some U.S. Geological 
Survey topographic maps. This inconvenience was 
known from the beginning and was again pointed out 
during the last stages of the project. However, com­
patibility with the new Department of Defense datum, 
WGS 84, to which GPS would be referred, was the 
prime factor in proceeding with a geocentric origin. 

11.2.2 Materialization 
In the late 1960s the Navy Transit system became 

operational, providing Doppler observations referred to 
a geocentric origin. The accuracy and convenience of 
these measurements supplied the means for establish­
ing a geocentric system. In the 1970s, an even more 
accurate measuring system tied to a geocentric ori­
gin-satellite laser ranging (SLR)-was developed and 
put into operation. Because this latter system con­
tained very few observing stations compared to the 
Doppler network, it was not feasible to utilize it alone 
to connect the terrestrial data; the Doppler observa­
tions were still essential in this respect. But the rela­
tion between Doppler and SLR could be determined 
on a global basis, and could serve to refine the Dop­
pler geocenter. 

The numerical values of the parameters defining 
NAD 83 had to be selected in 1985, when the highest 
level of the Helmert Block solution was reached. The 
most authoritative and universally accepted source at 
that time was the BIH. Its computations defined the 
"BIH System" or "BIH Terrestrial System" (BTS). 
The most current numerical values were those in its 
1984 Annual Report (Bureau International de l'Heure, 
1985). This listed the difference between the NSWC 
9Z-2 Doppler system and the BIH reference system 
(BTS 84) as (BIH minus NSWC): -0.106 m in X, 
+0.697 m in Y, and +4.901 m in Z. These were 
based largely on SLR observations, but were accepted 
as authoritative. 
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Using preliminary values of these figures and round­
ing, the Defense Mapping Agency (DMA) had already 
selected 0.0 m in X and Y and +4.5 m in Z as the 
origin shift from NSWC 9Z-2 to WGS 84. The BIH 
determinations were further refined in later years as 
shown in table 11.2. Since the errors in these deter­
minations are of the order of decimeters, the rounded 
values selected by DMA were considered sufficiently 
accurate. Moreover, compatibility dictated that the 
same parameters be selected for WGS 84 and NAD 
83. Thus the geocentric origin of NAD 83 was defined 
by adding 4.5 m to the Doppler NSWC 92-2 Z 
coordinates, and using the resultant set of Doppler 
coordinates in the highest level solution. 

TABLE ll.2.-Datum shift parameters, 
NSWC 9Z-2 to BTS 

Designation Shift (in meters) Reference 
x y z 

BTS 84. -0.106 0.697 4.901 BIH (1985) 
BTS 85 .. -0.061 0.363 4.732 BIH (1986) 
BTS 86 .. 0.167 0.212 4.314 BIH (1987) 
IERS 87 . -0.071 0.509 4.666 IERS (1988) 
Adopted .. 0 0 4.5 

11.3. REFERENCE SURFACE 

11.3.1 Philosophy 
The change in NAD 27 coordinates due to a change 

in ellipsoidal parameters is small compared to the 
change caused by the origin relocation to the center of 
mass. Hence, the choice of a new ellipsoid to replace 
the Clarke 1866 was not controversial. 

Special Study Group 5.39 of the International Asso­
ciation of Geodesy (IAG) was established in the mid­
I 970s to review and recommend fundamental geodetic 
constants. Its chairman, Helmut Moritz, asked John 
Bossler, the director of NGS, if NGS would use a new 
reference ellipsoid were it to be recommended and 
adopted by IAG. The answer was affirmative, and the 
desirability of such an action was discussed in (Bossler, 
1979). The new standard ellipsoid (along with other 
parameters) was adopted by the JAG as the Geodetic 
Reference System 1980 (GRS 80) (Moritz, 1980) re­
placing the previous reference system GRS 67. The 
IAG recommended that henceforth GRS 80 be used 
as an official reference for geodetic work. 

11.3.2 Materialization 
NGS adopted the GRS 80 fundamental and derived 

parameters exactly as published by the IAG. DMA, in 
computing the parameters of the ellipsoid to be used 
with WGS 84, converted the GRS 80 dynamical form 
factor (second zonal harmonic of the equipotential el­
lipsoid) to normalized form and truncated to eight 
significant digits before computing the flattening of 
the ellipsoid. This caused the flattening of the two 
ellipsoids to differ beyond the eighth significant digit 

and the semiminor axes to differ beyond the 10th 
significant digit. This discrepancy is negligible for 
practical purposes. 

11.4 ORIENTATION 

11.4.1 Philosophy 
Since the Doppler station network furnished the 

bulk of the framework for datum definition, its ori­
entation was the starting point for NAD 83. As in the 
case of the determination of the origin, the most ac­
curate orientation was judged to be provided by other 
means, in this instance VLBI and the latest stellar 
astronomic data. The relationship between Doppler and 
the latter two was published in the BJH 1984 Annual 
Report. 

The orientation of the pole, represented by rotations 
around the X and Y axes, is well-constrained, since the 
pole is a naturally defined physical position. On the 
other hand, the origin of longitude, represented by 
rotation around the Z axis, has no such physical tie. 
One choice is not intrinsically better than another. 
However, the relationship between differing origins of 
separate systems must be known in order to connect 
them. Again, a predominant factor in choosing orienta­
tion parameters was to maintain compatibility between 
WGS 84 and NAD 83. 

In a classical adjustment of terrestrial survey data 
on the ellipsoid, the Laplace equation relating as­
tronomic and geodetic azimuths and longitudes guar­
antees that the pole of the ellipsoid is parallel to the 
astronomic pole. In the height-controlled three-dimen­
sional observation equations, the Laplace equation does 
not appear explicitly; nevertheless the assumption that 
the axes are parallel is still present, so that the use of 
at least one (and preferably more) measured as­
tronomic azimuth will ensure that the pole of the 
ellipsoid is parallel to the astronomic pole. 

11.4.2 Materialization 
Astronomic azimuths at approximately 5,000 sta­

tions were available for the NAO 83 adjustment. As­
tronomic longitudes were also measured at most of 
these stations and astronomic latitudes at many of 
them. These astronomic observations had been taken 
over a long period of time and were referred to the 
classical star catalogs. (See chapter 8.) 

The astronomic longitudes were based on the adopt­
ed longitude of the U.S. Naval Observatory, which 
provided the time signals used in the measurements. 
This was presumed to be consistent with the BIH 
meridian, so that the astronomic longitudes could be 
taken as the standard. The NAD adjustment contained 
a parameter to shift the Doppler longitudes to the 
astronomic longitudes (i.e.,, rotate around the Z axis to 
move the intersection of the Doppler X-axis on the 
equator). However, rotations around the Doppler X 
and Y axes were constrained to zero. 

The adjustment also contained VLBI observations in 
the VLBI coordinate system. This system is based on 
extragalactic radio source positions and certain defined 
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connections between these positions and the classical 
astronomic system (U.S. Naval Observatory, 1983: ap­
pendix 12). All three VLBI rotational parameters were 
determined freely in the adjustment. 

In the final solution for NAO 83 there were ac­
tually two parameters for the Doppler longitude rota­
tion---one for the determination from U.S. Doppler 
stations and one for Canadian Doppler stations. The 
numerical values obtained in the solution were respec­
tively -0.455 and -0.443 second of arc. These two 
values were judged to be insignificantly different and 
were averaged to produce a common value of -0.449 
second of arc. The longitude rotation from the VLBI 
system to the astronomic system, obtained in the same 
solution, was +0.375 second. Table 11.3 shows other 
numerical values obtained in this solution. 

TABLE 11.3.-NAD 83 parameters obtained in 
the final solution 

Parameter 

X shift (meters) . 
Y shift (meters) . 
Z shift (meters) 
X rotation (arc sec) . 
Y rotation (arc sec) . 
Z rotation (arc sec) . 
Scale (part per million) .. 

Terrestrial Doppler 

0 
0 
4.5 
0 
0 

0 -0.449 
-0.237 -0.6 

VLBI 

0.020 
0.020 
0.375 

-0.075 

On the other hand, the BIH Annual Report for 
1984 listed the numerical values of the rotations from 
the individual terrestrial systems to the BIH meridian 
(in seconds of arc) as: -0.8137 for the NSWC 9Z-2 
(Doppler) coordinate system, and -0.0057 for the 
VLBI system. Thus the determination of the rotation 
from the Doppler system to the VLBI system was 
-0.808 from the BIH determination, and -0.824 
from the NAD 83 adjustment. These two determina­
tions were judged to be sufficiently close, and thus 
mutually confirming. However, there was an apparent 
discrepancy of about -0.365 arc second between the 
BIH meridian as determined by the BIH and as deter­
mined from the astronomical longitudes in the NAD 83 
adjustment. This situation is depicted in figure I I. I. 

BIH 
VLBI 84 ASTRO 

I I I 
A B c 

AC = 0.375 (from NAO adj.) 

DOPPLER 
NSWC9Z-2 

I 
D 

CD = .449 (from mean of NAO and Canadian adj.) 

BD = .814 (from BIH 84) 

Figure 11.1. Relationships of the meridians. 

Elimination of the apparent discrepancy and consis­
tency with the BIH required that all longitudes ob-

tained from the NAO 83 adjustment be further rotat­
ed by -0.365 second. NGS proposed this to OMA 
(Kaula, I 986a) and to the Geodetic Survey of Canada 
(Kaula, l 986b). Each agreed (Vander Els, 1986; 
O'Brien, 1986). Jf this rotation is applied to both the 
astronomic and geodetic longitudes, there will be no 
change to the deflection of the vertical in the prime 
vertical, and thus none to Laplace azimuths. The final 
NAO 83 parameters, after this conversion, are listed in 
table 11.4. 

TABLE 11.4.-NAD 83 parameters after correction to 
BTS-84 

Parameter Terrestrial Doppler 

X shift (meters) . 
Y shift (meters) 
Z shift (meters) 
X rotation (arc sec) . 
Y rotation (arc sec) . 
Z rotation (arc sec) ..................... -0.365 
Seale (part per million) .............. -0.237 

0 
0 
4.5 
0 
0 

-0.814 
-0.6 

VLBI 

0.020 
0.020 
0.010 

-0.075 

There was considerable speculation on possible 
causes of the -0.365 arc second discrepancy between 
the BIH determination of the longitude origin and the 
determination from terrestrial data. These conjectures 
involved sources such as observational and systematic 
errors in the optical star catalog. In the end, there was 
no clear explanation; a rotation of -0.814 arc second 
from the Doppler system to the BTS was simply 
adopted. 

11.5 SCALE 

11.5.1 Philosophy 
The most accurate determinations of scale are pro­

vided by SLR and VLBI. The BIH obtained a scale 
change of -0.604 ppm of Doppler-derived lengths in 
comparing them to SLR and VLBI measurements (Bu­
reau International de l'Heure, I985). OMA decided to 
adopt the rounded value of -0.6 ppm as the trans­
formation from NSWC 9Z-2 to WGS 84. NGS agreed 
to the same scale change for its Doppler observations, 
primarily for reasons of compatibility, but also because 
the BIH result includes laser ranging and is therefore 
more comprehensive than the VLBI determination 
alone. 

11.5.2 Materialization 
In the first two solutions of the NAO 83 adjust­

ment, a parameter was included for the Doppler scale 
change, but the VLBI scale was held fixed. The results 
were -0.65 and -0.53 ppm (mobile VLBl observa­
tions were added in the second solution). For the last 
solution, a scale change of -0.6 ppm was fixed for 
the Doppler positions. 
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The last solution, unlike the first two, included a 
parameter for VLSI scale shift: -0.075 ppm. Thus 
the relation between Doppler and VLBI from the solu­
tion is -0.525 ppm, which checked out almost exactly 
with the previous solution. 

Because VLSI scale is more accurate than Doppler, 
it would have been intrinsically more correct to have 
proceeded as in the first two solutions: adjust the 
Doppler scale and hold the VLSI scale fixed. The 
greatest possible distortion allowed is the change in 
VLSI lengths of 0.075 ppm. However, this has no real 
bearing on the accuracy of the NAD 83 positions, 
because, first, the change induced is much smaller 
than the general accuracy of the adjustment (about 3 
ppm), and, second, a scale shift has negligible effect 
on horizontal coordinates, which are the only officially 
published results of NAD 83. 
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12. MATHEMATICAL MODELS 

T. Vincenty 
and 

C. R. Schwarz 

The NAD 83 adjustment was based on the height­
controlled three-dimensional model. This chapter sum­
marizes the model, describes how it was actually ap­
plied, and discusses some of its important properties. 

12.1 GENERAL CONCEPT 

The models for the various kinds of observations 
used in the adjustment are based on the principles of 
three-dimensional geodesy. All observations are pro­
cessed mathematically in three-dimensional space, 
without reduction to a chosen reference ellipsoid. This 
approach turns out to be simpler to understand and to 
put into effect. It does not place any restrictions on 
the lengths of the lines, nor on the extent of the 
network. It is thus much "cleaner." These features 
have their particular usefulness when space systems 
observations are to be combined with terrestrial data 
in the same adjustment. 

The major unknowns in the model are the correc­
tions (shifts) to the coordinates of points, expressed in 
the geodetic horizon system of each point. At most 
points, the geodetic height cannot be well determined 
from the observations. The correction to the height at 
such stations is therefore constrained to zero (and 
eliminated as an explicit parameter). 

As in all adjustments by variation of parameters, we 
need some approximate coordinates at all stations. 
These are transformed to conventional terrestrial (geo­
centric) coordinates X, Y, Z, The adjustment is it­
erated until final coordinates are obtained. 

12.2 OBSERVABLES 

The observables (the quantities used as observa­
tions) are divided conceptually into two categories: 
scalar and vector. The scalar part includes the classical 
terrestrial obsevations such as astronomic azimuths, 
unoriented directions, and straight-line distances in 
space between the ground marks of the points. The 
vector part comprises Doppler (point positioning), 
VLBI vectors, and vectors derived from three-dimen­
sional adjustments of terrestrial observations over short 
lines to connect VLBI sites with the rest of the net­
work. Since most of the vector observations involve 
satellite or space geodesy, they are often called space 
systems observations. [For the observables in the Cana­
dian part of NAO 83 and for the methods of their 
handling see Steeves (1984).] 

Certain original observations, which had previously 
been processed and for which the results were ac­
cepted as correct, are not classified here as obser­
vables. These include, but are not limited to, spirit 
leveling, vertical angles, gravimetric measurements 
(with the attendant geoid heights and deflections), and 
astronomic latitudes and longitudes. 

There had never been any intention of including 
vertical angles in the NAO 83 adjustment as observa­
tions. The task of assessing the quality of the vertical 
angles was judged to be far larger than could be 
justified by any expected improvement in the results. 
It was also known that without the vertical angles, or 
some suitable substitute, the heights of most points 
cannot be well determined. The solution to this prob­
lem was to set the corrections to all height unknowns 
to zero in the observation equations for the terrestrial 
observations. This means that the heights were fixed as 
previously established. This model has thus acquired 
the designation "height-controlled three-dimensional 
adjustment." 

At some points a height can be determined from 
space systems observations. For these points an eleva­
tion unknown was included, but only in the observation 
equations for the space systems data. At these stations 
there were actually two numerical values of the height: 
the value which was determined from some form of 
leveling and which was used in the processing of the 
terrestrial observations, and the value of the parameter 
in the space systems equations. This situation came to 
be known as a "dual height system." This does not 
imply that these points have two positions in space but 
only that the two heights are referred to two slightly 
different surfaces: the ellipsoid as defined by terres­
trial heights and the ellipsoid implied by space systems 
observations. If all observations were perfect, there 
would be no difference between them. 

The height-controlled three-dimensional model re­
quires that astronomic latitude and longitude be 
known at all stations from which theodolite observa­
tions were made. Of course this is also true of the 
equations of classical geodesy when they are rigorously 
applied, so the height-controlled approach really makes 
no greater demands than the classical approach. 

Whenever the astronomic latitudes and longitudes 
were observed at a station, they were used as observed. 
At all other stations they were computed by astro­
gravimetric methods, as described in chapter 16. 
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For derivations of the appropriate equations see 
Vincenty and Bowring (1978), Vincenty (1980, 1982), 
and Steeves (1984), where further references are giv­
en. 

12.3 NOTATION 

X,Y,Z Cartesian coordinates in the equatorial sys­
tem 

<j>,A astronomic latitude and longitude (ground 
level values), positive north and east respec­
tively 

S spatial distance 
A astronomic azimuth, clockwise from north 
V vertical angle, positive upwards from the 

astronomic horizon 
B,L geodetic latitude and longitude, positive 

north and east respectively 
H height above the ellipsoid 

a,e equatorial radius and first eccentricity of 
the reference ellipsoid 

M,N radii of curvature in the meridian and in 
the prime vertical. 

12.4 FUNDAMENTAL EQUATIONS 

To transform geographic coordinates to Cartesian 
coordinates in the equatorial system we have as usual 

X = (N + HJ cos B cos L 

Y = (N + HJ cos B sin L 

Z - [N (1 - e') + H] sin B. 

The vector between two points in space is simply 

AX=X1 -X
1 

<lY=Y2-Y1 

<lZ = Z2 - Z1. 

The components of this vector in the astronomic 
horizon coordinate system of the first station are 

where 

ts'.n r/J 1 cos A1 -sin r/J 1 sin A1 

RAI = -Sill A1 cos A1 

cos ¢ 1 cos A1 cos ¢ 1 sin A1 

~OS¢,] 

sin ¢ 1 

Written explicitly, this is 

p 1 = -sin ¢ 1 (cos A1 AX + sin A1 ilY) + cos ¢ 1 ilZ 

q1 = -sin A1 AX + cos A1 ilY 

t 1 = cos ¢ 1 (cos A1 AX + sin A1 ilY) + sin ¢ 1 ilZ. 

The horizontal component of this vector is given by 

It should be noted that p 1 is the northing coordinate 
of point P2 in the local horizon system with origin at 
Ph q1 is the easting coordinate, and t 1 is the height of 
P2 above the horizon of P 1 along the line parallel to 
the direction of gravity at P1• This comprises a left­
handed coordinate system. 

The inverse solution in space is derived by express­
ing these spatial coordinate differences in spherical 
coordinates. The results can be written as follows: 

52 =a.xi+ ilY2 + fiz2 = !12 + r12 

A1 = tan·1 (q1/P1) 

V1 = sin-1 (t 1/S) = tan· 1 (t 1/r1). 

The unoriented direction from P1 to P2 is then 

where z is the orientation unknown common to a round 
of directions at P1• 

To obtain the corresponding values for the reverse 
direction, the subscripts are changed to 2 and the signs 
of AX, ilY, and llZ are reversed. 

The equations for azimuth, distance, and direction 
provide the nonlinear observation equations for the 
terrestrial observations. The equation for vertical angle 
is included here for completeness. It was not actually 
used in the NAD 83 adjustment program, since there 
were no vertical angle observations. 

Note that the above inverse formula in space uses 
astronomic latitude and longitude at the standpoint. If 
geodetic values were used instead, this would produce 
an azimuth very similar to the azimuth of the geo­
desic, that is, the normal section azimuth referred to 
the forepoint at its height rather than to its projection 
on the ellipsoid. This would immediately require the 
use of Laplace corrections to azimuths, and other 
customary corrections to azimuths and directions that 
are known from classical geodesy. 

12.5 PARAMETERS AND DIFFERENTIAL 
RELATIONSHIPS 

The parameters of interest are ultimately the lati­
tude and longitude of all stations. However, it is more 
convenient to work in terms of the linear coordinate 
corrections dx and dy in the geodetic horizon system. 

The differentials of the observed quantities can be 
written in terms of the coordinate corrections in the 
astronomic horizon system at the standpoint dp 1, dq 1, 

and dt 1• These in tum can be related to coordinate 
corrections in the geodetic horizon system at each 
point by 

[dp,J [di;.)(] 
dq1 = RA1 dilY 

dt, dilZ 
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and 

[~~] 
dtJ.Z 

[
dX,] 
dY, 

dZ, 
[
dX,J 
dY, 

dZ, 

with 

[
dX,] 
dY, 

dZ, 

and 

[
dX,J 
dY, 

dZ, 

and where 

t
-sin B; cos L1 -sin B1 sin L1 

Re,= -sin L1 cos L, 

cos B; cos L; cos B; sin L, 

~OS B,] 
sin B; 

is the matrix which rotates geocentric coordinates into 
the geodetic horizon system of point i. 

Note that the third coordinate correction in the 
geodetic horizon system is the correction to the geo­
detic elevation. These corrections are set to zero in the 
observation equations arising from terrestrial observa· 
tions. This forces the adjustment to coordinates to take 
place in the geodetic horizon of each station. 

The shifts dx and dy are converted to geographic 
equivalents by 

dB ~ dx/(M + H) 

dl ~ dy/[(N + H) cos B]. 

12.6 AUXILIARY PARAMETERS 

Auxiliary parameters are those that are included in 
the adjustment in addition to the station coordinate 
shifts dx, dy, dH. A familiar example is the station 
orientation unknowns for individual sets of unoriented 
directions. In the height-controlled three-dimensional 
model, these are handled in the same way as is done in 
classical adjustments. Another example is the scale 
factor for a group of distance observations which are 
thought to share the same (unknown) scale error. 

Many auxiliary parameters also enter the models for 
space systems observations. An example is the transla­
tion unknowns of one positioning system with respect 
to another (dX0 , dY0, dZ0 ). If the adjustment had been 
done in a local system, with only one terrestrial posi­
tion held fixed in all three coordinates (such as 
MEADES RANCH on NAO 27), then translation 
components could be generated for any other position­
ing system. Since the adjustment was done in a geo­
centric system, without holding any position fixed, and 

because Doppler (as translated a priori by 4.5 m in Z) 
was the only source of positioning, the translation 
unknowns were not used. The remaining auxiliary pa­
rameters are orientation and scale unknowns. These 
deserve special consideration. 

The observations contributed by many space sys­
tems contain orientation and scale information. One of 
these may be accepted as correct and used to define 
the orientation and scale of the coordinate system of 
the adjustment. One can then solve for the orientation 
and scale of the others. In the NAD 83 adjustment the 
Doppler observations defined the coordinate system of 
the adjustment. The VLBI system was scaled and 
oriented to the Doppler. Thus the VLBI data contri­
buted only to the shape of the network. 

In principle, one can also determine the relative 
orientation between space systems and the terrestrial 
network. However, only the rotation around the Z-axis 
can be determined well. For example, Doppler posi­
tions received a rotation around the Z-axis from the 
orientation implied by astronomic azimuths, while the 
other two rotation angles were set to zero values. 

Scale correction parameters were carried for both 
the terrestrial distances and for most space systems 
observations. However, these two groups of parameters 
are not directly related. 

For space systems observations, a scale correction is 
applied to all three coordinates equally. For these 
systems, a correction to scale means that the distance 
of stations from the center of the coordinate system is 
changed but all angles remain the same. 

For terrestrial distances, a scale error really means 
an inconsistency exists between the unit of length in 
which distances are measured and the unit of length 
by which the size of the reference ellipsoid is mea­
sured. This occurs most commonly when there are 
systematic errors in geodetic elevations. However, the 
effect of a scale change to terrestrial distances is quite 
different from a scale change to three-dimensional ob­
servations. 

A change to the scale of terrestrial distances (which 
could arise because of a change to the calibration of 
all EDMI, because of a systematic change to heights, 
or because of a change to the adopted value of the 
size of the reference ellipsoid) would have the effect of 
changing the areal extent of the survey network (on 
the surface of the reference ellipsoid). The angles 
between pairs of stations (measured at the center of 
the ellipsoid) would change. The scale of terrestrial 
distances is thus determined most strongly from the 
space systems information concerning the shape of the 
network. 

On the other hand, the scale of the terrestrial net· 
work in three-dimensional space depends not on the 
terrestrial distances but on the heights (together with 
the adopted size of the reference ellipsoid). This scale 
information could be used to determine the scale of 
the three-dimensional observations if all heights were 
forced to agree with terrestrial fixed heights. However, 
the accuracy of the terrestrial fixed heights is largely 
unknown. To the extent it is known, these heights are 
judged to be less accurate and less consistent than the 
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scale information contained in the space systems ob­
servations. Therefore these two sources of scale in­
formation are kept separate by the dual height system. 

Since the terrestrial network is not a good source of 
scale for the three-dimensional systems, the scale of 
one of these systems must be fixed. In the NAD 83 
adjustment, the Doppler scale (after correction by 
-0.6 parts per million to the BIH Terrestrial System) 
was held fixed. 

In the NAD 83 adjustment, every EDM distance 
observation equation carried a scale correction un­
known. There were altogether 30 separate scale correc­
tions. (See chapter 18.) The observation class deck 
identified as .. Geodimeter" included all of the Geodi­
meter measurements performed by NGS, including all 
the distances measured on the Transcontinental Tra­
verse (TCT) project. Since it contained the most ac­
curate and by far the largest number of observations, 
the scale correction for this observation class deck is 
taken to be the terrestrial scale correction. 

12.7 OBSERVATION EQUATIONS 

I. Astronomic azimuth 
The observation equation for an observed as­

tronomic azimuth is 

where 

a1 = a/ + m1a2', a2 = a2' - m1a1' 

a3 = ai' + m2a,', a4 = a4' - m2a3' 

m, = sin ¢, sin (A, - L,) 

and 

a1' = q1/r1 2 

az' = -P1/r1 2 

a_i' -[q1 (sin ¢ 1 sin r/>2 cos Li>.. + cos r/>1 cos r/> 2) 

+Pi sin ¢2 sin ~A]/r 1 2 

a/ = (P1 cos Li>.. - q1 sin ¢ 1 sin d>..)/r 1
2 

1.2 

and where p 1, q1, and r 1 are the same as in the space 
inverse formula previously shown. Here KA is the con­
stant term, that is, computed minus observed value, 
and v A is the residual. 

2. Unoriented directions 
The observation equation for an unoriented direction 

is the same as that for an astronomic azimuth, with 
addition of a station orientation unknown dz common 
to a set of directions, with coefficient of -1. Explic­
itly, 

where KJ is now the computed minus observed value 
of the direction and va is the residual. 

3. Straight-line distances 
The observation equation for a straight line distance 

where 

b1 = b1' + m1b2'. 
b3 = bl' + m2b/, 

bi = bi' - m1b1' 
b4 = b4' - m2b3'. 

The m's are the same as in the azimuth observation 
equation and 

b1' = -p1/S 
bi' = -q1/S 

b( ~ -p,JS 
b; ~ -q,JS. 

The symbols p2 and q1 denote values computed using ¢ 
and A at the forepoint. In a distance observation equa­
tion, K, denotes computed minus observed distance, v, 
is the residual, and ds1 is the scale correction unknown 
for the observation class to which this observation 
belongs. 

4. Doppler Positions 
The full observation equations for Doppler X, Y, Z 

coordinates are 

[dX"] dYo -RuU 
dZ0 

[~;J w, 

-Ru [~] 

where 

u~ [ ~ -~ -~] 
-Y X 0 

and RG is the matrix which rotates coordinate differ­
ences in the equatorial system into the geodetic hori­
zon system, as defined previously. Here x; Y; and Z 
are the observed values and X, Y, and Z are the 
computed values. 

The equation was programmed in this form, but the 
analyst was given the option to constrain any unknown 
parameter correction. As actually used for the NAD 
83 adjustment, all three translations and the first two 
rotation angles were set to zero. Furthermore, the 
Doppler scale correction ds was also constrained to 
zero in the last iteration. 

The shifts dx, dy in the geodetic horizon system 
have the same meaning here as in the terrestrial ob­
servation equations. For the Doppler observations, we 
also have the elevation correction parameter dH, 
which was absent in the terrestrial observation equa­
tions. 
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5. Coordinate differences 
The model allows for multiple groups of coordinate 

difference observations. The full observation equations 
for the difference between the three-dimensional co­
ordinates of stations i and j are 

[~] ds,+ [MM'] AY-AY' 
!lZ-AZ 

where 

b.U = V, - V, 

Here UJxk> UJvk> and UJzk are the orientation param­
eters and dsk is the scale correction for group k. Also, 
ax; L1Y,' and L1Z are the observed coordinate differ­
ences and ax, b.Y, and !l.Z are the corresponding 
computed differences. 

As used for the NAO 83 adjustment, each cam­
paign of observations between mobile VLBI observa­
tions was treated as a group, with separate orientation 
and scale unknowns. The set of observations between 
the fixed VLBI stations was also a group. 

A few true three-dimensional surveys were included 
in the adjustment. These were mostly local surveys 
performed to connect different observing systems at a 
single site. These three-dimensional surveys were re­
duced to three-dimensional coordinate difference ob­
servations. For these local surveys, the auxiliary ori­
entation and scale unknowns were omitted. 
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13. HELMERT BLOCKING 

Charles R. Schwarz 

13.1 SELECTION OF THE METHOD 

Prior to the new adjustment, the National Geodetic 
Survey already had considerable experience in carrying 
out least squares adjustments of horizontal networks. 
The largest network that had been adjusted to that 
time was the one in Alaska, which contained 1,847 
stations, requiring the solution of 3,348 simultaneous 
linear equations. 

It was known that in principle the adjustment of the 
entire continental horizontal network should be carried 
out by similar methods, only scaled up. The prospect 
of solving a system of approximately 900,000 simulta· 
neous linear normal equations was nevertheless quite 
daunting, since this had not previously been done. On 
the other hand, it was known that the normal equa­
tions would be quite sparse and that a solution should 
therefore be feasible. There was never any consider­
ation of using an approximate solution. 

At the beginning of the project, considerable litera­
ture already existed on how to deal with large sparse 
systems of equations (see, for instance, Ried, 1971; 
Rose and Willoughby, 1972; Tewerson, 1973; Bunch 
and Rose, 1976). The question of intense concern was 
how to choose and apply a method which would best 
take advantage of the sparseness of the geodetic nor­
mal equations. 

Among the methods that would produce a simulta­
neous least squares solution, Helmert blocking was 
always the leading candidate. The idea of partitioning 
a network adjustment was already well known to NGS. 
It had been used, for example, in the adjustment of 
the European triangulation in 1950 (Whitten, 1952). It 
had more recently been expressed as a computer al­
gorithm and used in the RETRIG project (the scienti­
fic adjustment of the European datum). 

NGS briefly considered other alternatives, such as 
arranging the solution algorithm for a parallel proces­
sor or some other supercomputer that would solve the 
total set of equations in one pass. The Helmert block­
ing approach was found to be more advantageous than 
these for the following reasons: 

l. It takes advantage of the sparseness of the nor­
mal equations at least as well as any competing 
scheme. 

2. No separate algorithm is necessary to determine 
the ordering of the blocks. Other approaches 
require elaborate algorithms to reorder the un­
knowns. 

3. Helmert blocking provides a natural checkpoint 
and restart capability. It was assumed that the 
entire solution would be long and expensive, no 
matter what computer was used. Some form of 

checkpoint and restart capability would be nec­
essary. In the Helmert blocking scheme this 
capability is built in. 

4. Checkpoints are taken at places that allow a 
meaningful analysis to be made. Each block is a 
geographic area containing a subnetwork. If de­
sired, the solution for this subnetwork can be 
carried to completion (holding the junction 
points fixed) and the statistics of this subnet­
work can be examined. 

5. It allows work on different blocks to proceed in 
parallel. NGS expected to have a considerable 
workforce of experienced analysts after the pro­
ject validation and block validation phases of 
the project. In the Helmert block scheme these 
people would contribute by preparing and ana­
lyzing individual blocks. 

Within the Helmert blocking scheme there were 
still many choices and decisions to be made. For exam­
ple, 

I. 
2. 
3. 
4. 

How should the partitioning be done? 
How big should the blocks be? 
How should the blocks be combined? 
What algorithms should be used to 
solve individual blocks? 

form and 

These issues are addressed in detail in the next chap­
ter. The Helmert blocking scheme was applied to 
blocks that already contained as many as 2,000 sta­
tions. For exploiting the sparseness of the normal equa­
tions in the lowest level blocks, NGS selected the 
variable bandwidth storage structure and profile mini­
mization scheme that had been previously used 
(Schwarz, 1978; Snay, 1976). 

13.2 HELMERT BLOCKING DESCRIPTION 

Helmert blocking is a procedure for adjusting large 
geodetic networks by partitioning the network into geo­
graphic blocks. F. R. Helmert, for whom the proce­
dure is named, never had the opportunity to apply the 
method. However, as described by Wolf (1978), Hel­
mert (1880) gave the following instructions: 

1. Establish the normal equations for each partial 
net separately. 

2. Eliminate the unknowns for all those points (in­
ner points) that do not have any observational 
connection with the neighboring partial nets. 
The reduced normal equations so obtained then 
contain only the "junction unknowns" which are 
in common with the neighboring blocks. 
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3. Add together all these reduced normals, term by 
term, so that the "main system" is established. 

4. Solve this main system for all junction un­
knowns. Subsequently, the unknowns for the in­
ner points are obtained from the back solution 
as performed within the various partial nets. 

Helmert's description was not mathematical in na­
ture. Nevertheless, it was recognized that the method 
is entirely equivalent to a simultaneous solution of the 
entire set of normal equations arising from the net­
work. 

There are many variations of the Helmert blocking 
approach. For instance, the Canadian Section Method 
(Pinch and Peterson, 1974) and the "Method of Di­
vided Normals" (Bamford, 1971) may both be consid­
ered to be variations of Helmert blocking. 

13.3 MATHEMATICAL DEVELOPMENT 

Mathematical explanations of the Helmert blocking 
method are usually derived from first principles (see, 
for instance, Hanson, 1974; and Wolf, 1978). However, 
it is more instructive (and ultimately easier) to derive 
Helmert blocking as an application of recursive block 
partitioning, a widely used method of dealing with 
certain sets of large sparse systems. (See Mikhail, 
1976: sec. 11.6.) 

13.3.1 Block Partitioning 

13.3.1.J Partitioning of Observations. 
Let the entire set of observation equations be writ­

ten 

AX~L+V 

where X contains the unknown parameter corrections, 
L contains the "observed minus computed" terms, and 
V contains the residuals. The normal equations are 
then 

NX ~ U 

where 

N = ATWA and U = ATWL 

and W is the weight matrix. 
Now partition the observations into n groups. A 

group may be a single observation. The observation 
equations are then written 

L, 
L, 

L, 

+ 

v, 
v, 

• 

v. 
Partition the weight matrix similarly, and assume that 
the partitioned weight matrix is block diagonal: 

w, 
0 

w~ o 

• 

0 0 
w, 0 
0 w, 

0 0 0 

Then 

or 

where 

Equations of the form 

• 

• 

and 

and 

and 

• 

0 
0 
0 

• 
w, 

are called partial normal equations, since they arise 
from only part of the total set of data. This develop­
ment establishes that the final set of normal equation 
coefficients can be accumulated by summing over the 
partial normal equations. 

13.3.J .2 Partitioning of Unknowns. 
Let the unknown parameter corrections be partition­

ed into two groups 

and partition the observation equation coefficients 
similarly 

[A A] ~ L + V. 

Then the normal equations may be written 

where 

N = ATWA 

N = ATwA 

N =A.TWA 

0 = ATWL 

0 ~ A'WL. 
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This is a system of two simultaneous matrix equations 
in two matrix unknowns. Eliminating the second set of 
unknowns (by the method of elimination) yields 

(N - NN'N'JX ~ ((I - NN·'iJ) 

which may be written 

Nx ~ u. 
These are called reduced normal equations, because 
they contain a reduced number of unknown parameters. 

3.3.J .3 Partitioning of Both Observations 

and Unknowns. 
Let the observation equations be written 

A, A1 L, 
L, A, A.2 [~] • • 

+ 

A. An 

Then the partitions of the normal equations are 

N = }.; Ak1WkAx 
N = }.; AkTW kA.k 
N = }.;;(kTwxAk 

iJ = }.; AkTWxLk 
t) = }.; j(kTWkLk 

v, 
v, 

• 

v. 

which establishes that the partitions of the reduced 
normal equations can be accumulated by summing 
over the observations. 

13.3.J.4 Patterned, Sparse, Normal Equations. 
Now suppose that the second set of unknowns is 

further subdivided and that the observations are or­
dered so that the observation equations have the form 

A, A1 0 • 0 x L, v, 
A, 0 A2 • 0 X1 L, + v, 

• X2 • 
• 

A. 0 0 An Xn L. v 
(13.1) 

The corresponding normal equations are 

N N, N, • • • N. x (J 

NIT NI 0 0 • 0 X1 Di 
N2T 0 N2 0 • 0 X2 02 

• X2 
• • • 

NnT 0 0 0 On 
(13.2) 

where the partitions of the normal equations are now 

N =}.; AxTWkAx 

Nk AkTwkAk 

Nx Ax1WxAk 
(J = }.; AkTWkLk 

Ok Ak1WkLk. 

Furthermore, we can write 

where 

We can now take advantage of the sparsity of this 
pattern by noting that N is a block diagonal matrix, 
and its inverse is simply the block diagonal matrix 
containing the inverses of the diagonal blocks. Thus, 

l'IN·'N' ~ 
N11 0 • • 0 NIT 
0 N2·1 • • 0 N2T 

[N1N2• • • Nn] • • • • • • • 
• • 

• 
0 0 N·l 

" 
NnT 

}.;Nk:Nk· 1
:NkT 

and the coefficients of the reduced normal equations 

"'° N N - NN·1NT 
= 2: Nk - 2: NkN4•

1NkT 
• - " I - T 

= 2: (Nk - NkNk· Nx ). 

Similarly, 

With 

and 

this is written 

The equation 

is called a partial reduced normal equation. 
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Block partitioning can be expressed as a processing 
algorithm by following the basic rule: 

Process the observations in order, accumulat­
ing the contributions to the various partitions 
of the normal equations. When all of the 
observations involving a particular group of 
unknowns X. have been processed, then the 
diagonal block N~ of the normal equation 
coefficient matrix corresponding to that group 
is complete. That group of unknowns may 
then be eliminated. 

This l!leans that the partial reduced normal equation 
term N, is computed and added to similar terms from 
other groups. 

The algorithm can be put into a form appropriate 
for computer processing if the observations are ordered 
as shOWf!.iD eq. 13.1. Here all those observations which 
contain X1 come first, followed by those which contain 
X2, and so forth, ending with the observations which 
contain Xn. By hypothesis, these sets are disjoint so 
that this partitioning of the observations is possible. 

The flowchart in figure 13. l describes the computa­
tional process. Here the symbols denote storage loca­
tions rather than matrices with fixed values, and the 
left arrow is read "gets" or "receives." It is necessary 
to set asid_e s!prage space_ for onlY.. one each of the 
partitions Ah A., Lk, N*' Nk, and Uk· After they are 
used to accumulate the contributions of one group of 
observations, they are reinitialized and reused for the 
next group. Only the partitions N and 0 remain for 
the entire process. 

After the reduced normal equations are accumu­
lated they are solved for X. Then the other unknowns 
may be found by solving the elimination equations 

Nk:X.k = (Jk - :NkTX. 

Block partitioning provides the following advan­
tages: 

1. It takes advantage of a priori knowledge of the 
location of blocks of zeroes in the normal equa­
tions-these zeroes are neither stored nor in­
volved in computations. 

2. It is necessary to set aside only enough com­
puter memory for the reduced normal equations 
and only one set of the partitions associated 
with individual groups. 

13.3.2 Recursive block partitioning 
The patterned matrix of normal equation coeffi­

cients described above can be represented as 

Initialize 
N-o·D-o 

' 

' .. Read a group of observations LK 
and their variances 

End Yes 
of File? 

No 

Compute AK.AK, WK 

' Compute NK, NK, NK, UK, UK 

' Accumulate 

- - • - •• 1 -r N - N + (NK - NK NK NK) 
- - . - ·· 1" 
U - U +(UK - NK N-K U,j 

N, Dare complete 

Solve NX = D 

Figure 13.1. Accumulation of partial 
reduced normal equations. 

where the arrows give a general impression of the 
location of the nonzero terms in the coefficient matrix. 

In many problems there is even more structure in 
the normal equations. Of particular interest is the case 
where the Nt terms are themselves sparse and the 
unknowns can be arranged such that the Nt have the 
same pattern as the orignal set of coefficients N. This 
is shown symbolically as 
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Now each Nk can be processed by the method of block 
partitioning, resulting in a smaller system of equations 
to be added to the main system. The system indicated 
symbolically above is called a second-order partitioned 
system. 

In practice, the entire set of normal equations is 
never formed explicitly. Instead, the solution proceeds 
from the bottom up by applying the processing rule 
recursively to the subgroups within each group. The 
reduced normal equations corresponding to each Nk 
are accumulated; then the contribution Nk to the main 
system is computed and added to the other contribu­
tions. 

This idea can be extended to even more levels. In 
fact, it is not even necessary that each diagonal sub­
matrix have the same number of partitions. The pro­
cessing rule is applied recursively to subgroups within 
other groups to as many levels as one wants. Each 
time it is applied, some unknowns are eliminated and 
the computer space that had been used to accumulate 
the corresponding partitions of the normal equations 
becomes available for the next group. 

13.4 GEOGRAPHIC PARTIDONING 

The pattern in eq. 13.l arises naturally in many 
problems in satellite geodesy and photogrammetry. It 
is less natural, but still possible, to find this pattern in 
the observation equations that arise in surveying ap­
plications. This is, in fact, the basis for the Helmert 
block method. 

Classical geodetic observations, such as directions, 
distances, azimuths, and elevation differences, always 
connect exactly two stations, never more. Furthermore, 
one station is always identified as the standpoint and 
the other as the forepoint. We say that the standpoint 
"sees to" the forepoint and that the forepoint is "seen" 
by the standpoint. With theodolite observations this 
identification is natural; in the case of distances or 
elevation differences the identification may be arbi­
trary. 

In Helmert blocking, the first step is to identify the 
stations inside the block boundary. Then the observa­
tions are partitioned. The observations which belong to 
a block are those for which the standpoint is an inside 
station. The stations are then classified. Any point 
within the block boundary which is "seen" by one or 
more points outside the boundary is classified as an 
inside junction point for that block; otherwise it is 
classified as an interior point. Those points outside the 
boundary which are "seen by" inside points are clas­
sified as outside junction points. 

Figure 13.2 shows a geodetic network laid out geo· 
graphically. The directed lines indicate the observa­
tions, so that the standpoint and forepoint of each 
observation may be determined. The dashed line di­
vides the network into two blocks. The observations are 
partitioned and the stations are classified according to 
the rules above. Then the unknown coordinates of the 
junction stations are denoted by X, those of the inte­
rior stations for block I are denoted X1i and those of 
the interior stations for Block II are denoted X2• Fur-

thermore, the observations are ordered so that those 
belonging to Block I come first, followed by those 
belonging to Block II. Then the observation and nor­
mal equations are 

[
A, 
A, 

+ [~:] .o J 
A, 

and 

[~T 
N, 

N, NI 
NlT 0 

These are instances of eqs. 13.1 and 13.2, so the block 
partitioning algorithm can be applied. After the ob­
servations for block I have been processed the parti­
tions for that block are complete and the partial re­
duced normal equations for block I can be formed. 
Then the partial reduced normal equations for block II 
are formed and added to those for block I, producing 
the complete set of reduced normal equations. 

The computations in the two blocks are actually 
independent of each other, so that there is no require· 
ment to order the computations in time. The partial 
reduced normal equations for block II may actually be 
computed before, after, or simultaneously with those of 
block I. In the end, the partial reduced normal equa­
tions from the two blocks must be added together to 
produce the complete set of reduced normal equations. 

The classification rules above produce some effects 
that are not intuitively obvious. For instance, station 2 
in figure 13.2 is an interior station in block I, even 
though it lies at the junction between the two blocks 
and has a connection across the boundary to block II. 
Nevertheless, all of the observations involving station 2 
belong to block I. 

In figure 13.3, station 5 is a junction station for 
block II, even though there are no observations involv­
ing station 5 in block II. This means that the partial 
reduced normal equations for block 11 will contain 
zeroes in those locations corresponding to the unknown 
coordinates of station 5. However, when the partial 
reduced normal equations from the two blocks are 
added together these locations will be filled in. 

Some authors have proposed different classification 
rules which would classify point 5 as interior to block 
I and avoid storing these zeroes. These more com­
plicated rules were not chosen for the NAO 83 adjust­
ment, since the issue is only one of a small amount of 
temporary storage space, not of extra computational 
effort. 

The first classification rule states that an inside 
station is classified as a junction point if it is "seen" 
by an outside point. Such an observation would not 
belong to the block being processed. The application of 
this rule therefore requires that the total data set be 
searched to see if any such observations exist. Search­
ing through the entire data set is much more difficult 
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and time-consuming than searching through a single 
block. Not only is the entire data set large, but it does 
not exist as a single computer file. 

The task of finding the observations from outside to 
inside a block was assigned to the geodetic data base 
system, which was the only place with a global view of 
the entire data set. The data base program did not 
actually search the entire data base for these observa­
tions; instead it relied on the cross-reference lists that 
were carried in each station record. Each such list 
contained the identifiers of all those other stations 
from which the station is "seen." These lists were 
clearly redundant data items, but the data base man-

I 
£2 2 i, 

1 

i, 
£3 is 

3 
i4 4 is 

agement system ensured that they were updated when­
ever a block of observations was loaded or deleted, and 
were thus kept consistent at all times. 

When a Helmert block was defined, all the data 
belonging to that block were retreived by a geodetic 
data base application function and stored in external 
format known as a RESTART file. (See appendix A 
of chapter 10.) The RESTART file for a single block 
contained all observations originating within the block 
as well as all observations from outside to inside the 
block. These are exactly the observations which are 
necessary to classify the stations associated with the 
Helmert block. 

fy 

Block 
Inside Stations 
Observations 

I 
1, 2, 3, 4 

II 
5, 6. 7,8 

Interior Stations 
Junction Stations 

I 

Block 
Inside Stations 
Observations 

Interior Stations 
Junction Stations 

h £2, £3, £4 
is.£,, h 
1, 2, 3 
4,5 

Figure 13.2. Geographic partitioning. 

I 
1, 2, 3, 4 
£,. £2. £3, £4 
is. £,, £, 
1, 2, 3 
4,5 

Figure 13.3. Classification of stations. 

ta. io, £10 
£11, £12. £13 

6, 7,8 
4,5 

II 

II 
5, 6, 
fa 

6 
4,5 
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IV III 
15 14 11 12 

-+ 

3 4 6 8 
I II 

Block I II III IV 
Inside Stations 1, 2, 3, 4 5,6, 7, 8 9, 10, 11, 12 13, 14, 15, 16 
Interior Stations 1, 3 6, 7, 8 11, 12 15 
Junction Stations 2,4,5 5,4, 9, 10 9,10,13,14 13, 14, 16 

13, 16 9,2 

Figure 13.4. Classification of stations for four blocks. 

13.5 GEOGRAPHIC PARTITIONING 

(MANY BLOCKS) 

Figure 13.4 shows a larger network partitioned geo­
graphically into four blocks. The observations are par­
titioned and the stations are classified using the rules 
above. 

Within the Helmert blocking method, there are sev­
eral ways to proceed with this network. First, this can 
be treated as a first-order partitioned network. The 
union of all the junction points (stations 2, 4, 5, 9, 10, 
13, 14, 16) is denoted X. The interior point unknowns 
for block I are denoted :X], and so forth. The complete 
reduced normal equation coefficient matrix still con­
tains many zeroes. One is tempted to apply other 
algorithms to exploit the presence of these zeroes. 

Another alternative is to approach this as a second­
order partitioned system. The geodesist combines 
blocks I and JI into a new block V, and combines 
blocks III and IV into a new block VI. Figure 13.S 
shows the classification of the stations with respect to 
these combined blocks. We treat the partitioning in 
figure I 3.5 as a first-order partitioned system,, identify­
ing X with the junction point unknowns and X 1 and X2 

with the interior unknowns of blocks V and VI. Within 
block V, the observations are ordered so that those 
belonging to block I come first, followed by those 
belonging to block II. Furthermore, we divide the total 
set of unknowns in block V into those that are junction 
points for either block I or block II, those that are 
interior to block I, and those that are interior to block 
11. With this partitioning, we see that N1 has the 
pattern of a first-order partitioned system, and the 
total set of normal equations therefore has the pattern 
of a second-order partitioned system. 

The plan for putting the blocks together is called a 
Helmert blocking strategy. If the geographic partition­
ing was developed recursively, according to some cri­
teria, then it is natural to put the blocks together by 
moving back up through the recursion tree. Alter­
natively, if one begins the analysis at the point where 
geographic partitioning already exists, then the de­
cisions about which blocks to combine together may be 
arbitrary. The issue of strategy development is dis­
cussed in detail in the next chapter. 

By convention, the smallest geographic units are 
called first-level blocks and the combined ones are 
called higher level blocks. The entire project area is 
called the highest level block. In a recursively par-
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VI 
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Block v VI 
Inside Stations 1, 2, 3, 4 9, 10, 11, 12 

5, 6, 7,8 13, 14, 15, 16 
Interior Stations 1, 3, 4, 5, 6, 7, 8 11, 12, 14, 15 

Junction Stations 2, 9, 10, 13, 16 2,9, 10, 13, 16 

Figure 13.5. Classification of stations for second-level Helmert blocks. 

titioned matrix representation, it is only the coeffi­
cients of the interior unknowns in the first level blocks 
that are not further subdivided. 

13.6 APPLYING HELMERT BLOCKING IN 
LARGE MULTILEVEL SYSTEMS 

In a large network Helmert blocking is usually 
applied in such a way that each combining of blocks is 
a separate computer run. This allows the entire equa­
tion solving process to be partitioned into many com­
puter runs. It also provides a natural checkpoint and 
restart capability. It is expected that the blocks are 
large enough so that a reasonable amount of work will 
be accomplished in each computer run, but small 
enough that no computer run will be excessively long. 

The steps to be accomplished in each computer run 
are: 

! . Construct a description of the boundary of the 
combined block. 

2. List all the unknowns which appear in the com­
bined block. This is the union of those which 
appear in the partial reduced normal equations 
to be combined; that is, the unknowns which 

appear at this level are all those which were 

junction unknowns at the previous level. 
3. Reclassify all the unknowns as interior or junc­

tion unknowns. The station coordinate unknowns 
are classified using the basic rules described in 
section 13.4. Denote the junction unknowns by 
X and the interior unknowns by X. Similarly, 
the partitions of the new set of partial normal 
equations are denoted N, N, N, U, D. 

4. Accumulate the contributions of each of the 
constituent blocks to the new set of partial nor­
mal equations. The unknowns in the new set 
may be ordered differently than they were in 
any of the constituent partial reduced normal 
equations. Therefore, the proper location for 
each normal equation element must be com­
puted. 

5. Perform the matrix reduction step 

N - (N - JilN·'N') 

and 

iJ - (0 - JilN·'u) 
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leaving the partial reduced normal equation terms to 
be passed on to the next step. This has the effect of 
eliminating the unknowns which were classified as inte­
rior for this block, leaving only the junction unknowns. 

At the highest level, the normal equations that are 
accumulated are complete. They may therefore be 
solved directly for the unknowns they contain. The 
values of the junction point unknowns for each of the 
constituent blocks are found in this solution. The inte­
rior unknowns for each of the constituent blocks may 
then be found by solving the elimination equations 

The decision as to which blocks to combine can be 
made according to a preset plan, or on an ad hoc 
basis. A preset plan is available if the geographic 
partitioning was developed recursively, and this is the 
approach that was adopted for the new datum adjust­
ment. 

Each computer run which combines blocks requires 
only that the partial reduced normal equations from 
the constituent blocks be available. It is otherwise 
independent of any knowledge of the entire network. 

13.7 COMPUTATIONAL CONSIDERATIONS 

13.7.1 Computer Resources 
At the beginning of the New Datum Project, it was 

not known whether there would be sufficient computer 
resources to accomplish the adjustment. Table 13.1 
shows the estimates prepared in 1974. These estimates 
assumed that many blocks would be combined at each 
level. They also indicated that a larger number of 
smaller blocks would be advantageous. Most impor­
tantly, they showed that the adjustment could be ac­
complished with about 250 hours of CPU time per 
iteration. This was significantly more CPU time than 
NGS had normally used, yet it indicated that the 
equations could be solved if the runs were spaced out 
over several weeks or months. 

The actual experience of the NAO 83 adjustment 
validated this analysis. There were 161 first-level 
blocks and 321 total blocks in the U.S. terrestrial 
network. (See chapter 18.) The first-level blocks 
averaged more than 1,000 stations each, of which 
about 20 percent were junction points. The computa­
tion times were 

Iteration 
0 
I 
2 

CPU hours 
431 
226 
283 

13.7.2 Growth of Roundoff Error 

Elapsed time 
6 months 
4 months 
4 months 

Another concern in any large computational process 
is the growth of numerical roundoff error. This was 
particularly true at the beginning of the new datum 
adjustment, since there was no prior experience in 

solving such a large system of simultaneous linear 
equations. It was assumed that the computations would 
be performed on a mainframe computer using double­
precision floating point arithmetic with 14 to 16 deci­
mal digits. Numerical roundoff error had been a prob­
lem in some poorly conditioned adjustments in the 
past, and there was concern that in the new datum 
adjustment it might grow so large that there would be 
no significant digits left in the solution. To ensure that 
the computations would not be entirely worthless, it 
might be necessary to use extended precision 
arithmetic (at greater cost) or even a specially de­
signed processor. 

The behavior of the roundoff errors was analyzed 
by Professor Peter Meiss! of the Technical University 
of Graz during his visit to NGS as a Visiting Senior 
Scientist (Meiss!, 1980). He considered two classes of 
floating-point processors: one which performs true 
rounding (in binary) and one which truncates the re­
sults after every arithmetic operation. The latter design 
is actually the most common. 

Professor Meiss! estimated that about 2X 1011 ele­
mentary arithmetic operations would be performed 
during a single solution of the normal equation system, 
even with the efficiencies afforded by the Helmert 
block approach and by the reordering of interior un­
knowns at the first level. The effect of roundoff error 
in each of these elementary operations was treated as 
the response of a linear system to an impulse-type 
disturbance. 

The analysis showed that in a uniform network 
roundoff error can be treated as a random variable 
whose standard deviation grows only as the logarithm 
of the size of the network. For machines that truncate 
rather than round, there is also a bias in the result of 
about the same magnitude. The bias arises because all 
of the operations in forming the diagonal terms of the 
Cholesky factor of the normal equations have the same 
algebraic sign, so positive and negative truncation er­
rors do not tend to balance out. 

The non-uniform aspects of geodetic networks re­
quired special analysis. Observations over very short 
lines, such as taped distances, often have very high 
weights. These can cause "numerical singularities," 
and have a deleterious effect on roundoff error propa­
gation. Observations relating widely separated dis­
tances, such as the Geodimeter lines of the Transconti­
nental Traverse and Doppler observations, have a very 
favorable effect. 

The most important result of this study was the 
unambiguous conclusion: "It can be guaranteed 
that . . . at least 2-3 leading decimal digits of the 
largest coordinate shift will be recovered correctly dur­
ing one iteration. With a small probability of error it 
can be predicted that about two more decimal digits 
will be correct. Relative positions of closely situated 
stations, i.e., the differences between their latitudes 
and between their longitudes, will be even more ac­
curate ... " (Meiss!, 1978). 
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TABLE 13.1.-Effects of junction station percentage and stations per block on a 
190,000 station NAD readjustment 

Junction Stations Block No. of Computer cpu1 

stations(%) per block level blocks ru"' hours 

5 500 J 380 760 J27 
500 2 J9 38 6 
475 3 J J 0.2 

Totals + 25% for reruns: ................ 500 999 J66 

1000 J 190 380 J90 
950 2 JO 20 JO 
475 3 J J .5 

Totals + 25% for reruns:. 25J 50J 250 

JO 500 J 380 760 127 
500 2 38 76 13 
475 3 4 8 J 
J90 4 J J .2 

Totals + 25% for reruns: .. 529 1056 J76 

JO 1,000 J J90 380 J90 
J,000 2 J9 38 J9 

950 3 2 4 2 
J90 4 J J .5 

Totals + 25% for reruns: .. 265 525 264 

1 Assuming 10 min/500 station run and JO min/1,000 station run. 
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14. STRATEGY: DESIGNING THE 
ADJUSTMENT PROCEDURE 

Charles R. Schwarz 

14.I INTRODUCTION 

A Helmert blocking strategy is a plan for combin­
ing Helmert blocks to form larger blocks. Figure 14.l 
shows a geographic area which has been divided into 
Helmert blocks and a strategy for combining the 
blocks. The geographic area is assumed to contain the 
entire network to be adjusted (there are no points 
outside the outer boundary). The strategy is repre­
sented as a tree data structure, with the leaves at the 
bottom and the root at the top. The blocks formed in 
the geographic subdivision are the leaves, and the tree 
describes how these blocks are to be combined. By 
convention, and probably because of the pictorial re­
presentation, the leaves are called first-level or bottom­
level or lowest level blocks and the root is called the 
highest level block. 

a b 

Figure 14.1. A division of a network into Helmert 
blocks and a strategy for combining blocks. 
Blocks I and 2 are combined into a higher level 
block, and blocks 3 and 4 are combined into 
another higher level block. Finally the two higher 
level blocks are combined. 

After the boundaries of the geographic blocks are 
drawn, the points are identified according to the block 
in which they fall and classified as interior or junction 
points. Figure 14.1 assumes that points which are 
interior to the first-level blocks have already been 
eliminated but that junction points are left along all of 
the interior borders. The strategy specifies that blocks 
l and 2 are to be combined into a higher level block 
(which could also be given a label). All the points in 
the combined block are then reclassifed. Points along 
the border between blocks 1 and 2, which become 
interior to the new combined block, are then elimi­
nated. Similarly, blocks 3 and 4 are combined and the 
points which become interior to that combined block 
are eliminated. The only junction points which are 

then left are those which appear along the border of 
the two higher level blocks. When these two blocks are 
combined into the block at the root of the tree, these 
points also become interior and can be eliminated. 
Since no junction points are left, this elimination step 
provides the solution for the highest level block. The 
solution is then propagated back down the tree. 

The tree representation clearly identifies which pro­
cesses can occur in parallel. for instance, blocks 1 and 
2 can be combined in a process that is independent of, 
and can therefore run in parallel with, the combination 
of blocks 3 and 4. Furthermore, if the strategy itself is 
represented in machine-readable form, then the geode­
sist can have the computer carry out the entire adjust­
ment without human intervention. For instance, the 
computer may be programmed to examine the files 
available to it. When it finds that the files containing 
the partial reduced normal equations for blocks I and 
2 are available, it can dispatch a new job to combine 
these two blocks, eliminate the points which become 
interior, and store the resulting new set of reduced 
normal equations in a new file. Having done that, the 
program can look for other blocks to combine. If this 
program runs continuously or even periodically, then 
eventually the whole adjustment will be accomplished. 
This provides the possibility of achieving as much 
work as possible at one time while still retaining the 
advantageous natural checkpoint and restart capabil­
ities of the Helmert blocking process. This scheme was 
implemented by the DISPATCHER program written 
for the NAO 83 adjustment. 

14.2 DESIGN CRITERIA 

For an adjustment using Helmert blocks to run 
automatically, the strategy must be completely de­
signed before the adjustment is initiated. To do this 
requires not only data structures and programs, but 
also agreement about what constitutes a good or a bad 
strategy. Figure 14.2 shows some alternative strategies 
that could be used with the Helmert blocking scheme 
of figure 14.la. The relative advantages and disadvan­
tages of these alternatives are not immediately appar­
ent. Some rules guiding the selection of a strategy can 
be developed, but it is first necessary to fix the nature 
of the blocks themselves and the computing environ­
ment in which the adjustment is to be carried out. 

For the NAD 83 project, most of the technical 
issues were analyzed before the adjustment began. The 
four decisions discussed next were made early in the 
project. 
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A 
~~ 
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Figure 14.2. Some alternative strategies for the 
Helmert blocking scheme of figure t 4. la. 

14.2.l Block Size 
No Helmert block should be allowed to exceed a 

limit of 2,000 to 3,000 stations (total of interior and 
junction points), and most should be considerably 
smaller. The main reason for this limitation concerned 
human factors. NOS felt that even with a fully vali­
dated data base, the task of analyzing a step in the 
Helmert block process might be difficult. We consid­
ered that a network of about 2,000 stations was about 
all that an analyst could comprehend. The paper list­
ing of the observations in such a block would be about 
as bulky as could be conveniently handled. Another 
reason for limiting the size of the blocks was that we 
felt the time any step ran on the computer needed to 
be limited to a few hours. The Helmert blocking 
process provides a natural checkpoint and restart capa· 
bility between steps, but a computer failure within a 
step would cause that step to be lost. Therefore, it was 
not prudent to rely on the computer running more than 
a few hours without failure. Yet another reason for 
limiting the size of the blocks was that we could not 
be sure that the adjustment would ultimately be run 
on a machine with virtual memory, and that we might 
therefore be limited by the size of memory available 
for arrays of station identifiers, coordinates, and re­
lated information. 

14.2.2 Method of Subdividing Blocks 
All Helmert blocks would be simply connected geo· 

graphic areas, and all dividing lines between blocks 
would be drawn along 7\-1 minute graticule lines. With 
this stipulation, we could assign a point to a block 
simply by using the point's QID/QSN from the data 
base, without recourse to the actual coordinates and 
without the necessity of using point-in·polygon tests. 

For most applications, geographic areas were repre­
sented as simple lists of quadrangles. For some ap­
plications it was necessary to represent the area inter· 
na!ly by a list of 71/i minute quads. For other 
applications it was preferable to amalgamate the basic 
quads into larger quadrangles, and in still other ap· 
plications, areas were represented internally by their 

boundaries. In all cases, the representation used by the 
system to communicate with the user was a list of 
amalgamated quadrangles. 

14.2.3 Treatment of Orientation Unknowns 
Orientation unknowns would be eliminated first, be· 

fore any other elimination step. The Schreiber equa· 
tion (Jordan·Eggert, 1935: secs. 100 and 110) would 
be used for this operation, so that the orientation 
unknowns would never appear explicitly. We compared 
this approach with the alternative of carrying the ori· 
entation unknowns explicitly. In the latter case we 
assumed that the orientation unknowns for a station 
were carried together with the station latitude and 
longitude in the list of unknowns, and that we could 
identify blocks in the normal equation coefficient ma­
trix corresponding to the set of unknowns at a station. 
The use of the Schreiber equation was perceived to 
have the following advantages. 

l. With the Schreiber equation, each station has 
only two unknowns and the location of a station 
block in the normal equations can be found 
simply by multiplying the relative station num· 
ber by two. With explicit orientation unknowns, 
each station would have a variable number of 
unknowns and an additional index would be nee· 
essary to locate the unknowns corresponding to a 
given station in the normal equations. 

2. With the Schreiber equation, each station has a 
full 2 X 2 block on the diagonal of the normal 
equations. With explicit orientation unknowns, 
the diagonal block corresponding to the un­
knowns of a given station will have embedded 
zeroes whenever the station has more than one 
round of directions. Without further modifica· 
tions, the adjustment will fail to take advantage 
of the a priori knowledge of the location of 
these zeroes. 

3. Eliminating orientation unknowns at the outset 
with the Schreiber equation greatly reduces the 
total size of the normal equation coefficient ma­
trix which must be dealt with in the Helmert 
block process. Since the orientation unknowns 
do not appear in the normal equations, we are 
not tempted to solve for them nor to compute 
their uncertainties. 

The effect of eliminating orientation unknowns at 
the outset results in more complex rules governing 
connections between stations. Station i is now con· 
nected to station j whenever there is an observation 
from i to j or from j to i, or i and j are connected by 
a Schreiber equation. This occurs whenever i and j 
both appear in a round of directions. For instance 
station 1 is connected to station 5 in figure 14.3c 
because they both appear in the round of directions 
taken at station 3 (and also the round of directions 
taken at station 4). The greater number of connections 
that are generated at the first level might be seen as a 
disadvantage of the Schreiber equation, since the first· 
level matrices are less sparse and therefore harder to 
solve. However, this is not a real disadvantage, since 
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Figure 14.3 Connectivity diagrams for the case of pure 
triangulation: (a) Where it is assumed that direc­
tion observations are made in both directions 
along each line. The connectivity diagrams in­
dicate which blocks or elements in the normal 
equations are known to contain zeroes. Blocks of 
zeroes are indicated by O's and nonzero blocks 
are indicated by x's. P1i P2, •• ., P6 indicate the 
position (latitude and longitude) unknowns asso­
ciated with points I, 2, .. 6, while Zj, Z2, • 

Z6 indicate the orientation unknowns for the six 
rounds of directions. (b) Connectivity diagram 
when orientation unknowns are not eliminated. 
(c) Connectivity diagram when orientation un­
knowns have been eliminated. 

the alternative is to carry the orientation unknowns in 
the normal equations and eliminate them numerically 
later. In this case the same connections would be 
generated numerically in the higher level matrices. 

14.2.4 Special Junction Points 
Some stations would be carried as "special junction 

points," whose coordinates would not be solved for 
until the highest level. This category would include all 
points at which Doppler observations were made, since 

the Doppler observations would not be processed until 
the highest level. Other points could be included as 
well. The inverse of the normal equations obtained at 
the highest level would provide a covariance matrix of 
the total set of junction points. By ensuring that the 
special junction points are geographically well distrib­
uted, it would be possible to obtain enough information 
from the top level solution to discern the pattern of 
error propagation in the overall adjustment. 

14.3 IMPLEMENTING HELMERT BLOCKING 

Even after these early decisions, there still remained 
several questions concerning the implementation of the 
Helmert blocking procedure. For instance, 

How exactly should the blocks should be 
formed? Is there some "natural" way to di­
vide the network into blocks? Is a small num­
ber of large first-level blocks, as in figure 
14.4a, preferable to a larger number of small­
er first-level blocks, as in figure 14.4b? 

Can or should Helmert blocking be combined 
with other schemes for exploiting the sparse­
ness of the normal equation coefficient ma­
trix? 

Is a broad tree with few levels, as in figure 
14.2d, preferable to a deep tree with less 
branching, as in figure 14.2a? 

Are balanced trees, as in figures l 4.2a and 
I 4.2d, preferable to the unbalanced trees of 
figures 14.2b and 14.2c? 

a b 

Figure 14.4. (a) Subdivision of an area into a small 
number of large first-order blocks. (b) Subdivi­
sion of the same area into a large number of 
smaller first-order blocks. 

In considering these questions, we were influenced 
by the work of Alan George and the method he called 
"nested dissection." Figure 14.5 exemplifies the idea of 
nested dissection for an idealized geodetic network 
with a fairly regular distribution of points and observa­
tions. The individual points are not shown here. In­
stead, groups of points are labelled according to their 
order of elimination. The groups of points marked "l" 
are interior points at the lowest level; all other points 
are junction points at the first level. The points 
marked "2" are eliminated at the second !eve!, those 
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Figure 14.5. The concept of nested dissection. Clusters of points are 
numbered according to the order in which they are eliminated. 

marked "3" at the third level, and those marked "4" at 
the fourth and highest level. This is clearly a Helmert 
blocking procedure. In this case, there is a definite 
plan to the forming of the blocks. The blocks are 
formed by first drawing one horizontal and one verti­
cal line through the center so as to divide the network 
into quarters. Points are then identified as interior or 
junction points for this dissection. With the assumption 
that points are connected only to close-by other points, 
the junction points for this first dissection arc those 
marked by "4." By the definitions of interior and 
junction points, none of the points interior to any one 
quadrant is connected to any point in another quad­
rant. In effect, the junction points marked by "4" form 
a .. barrier" between the quadrants. This subdivision 
scheme is applied recursively to each quadrant, so that 
the dissection is .. nested." 

George (1973) shows that if the stations are ordered 
so that the unknown parameters are eliminated in the 
indicated order, then the total number of nonzero 
coefficients (original plus fill-in) is bounded by 

const n log n. 

Meiss! (1980: p. 23) shows that this is asymptoti­
cally superior to both bandwidth minimization and 
variable bandwidth (profile) minimization schemes. 
George (1973) further showed that no ordering al­
gorithm can improve upon nested dissection asymptoti­
cally by more than a constant factor. Meiss! (1980) 

notes further that nested dissection is also superior 
when comparing the number of arithmetic operations 
needed to form the Cholesky factor. Since the number 
of arithmetic operations was expected to be a major 
cost factor in the NAO 83 adjustment, we found this 
analysis to be important. 

George's "nested dissection" scheme was presented 
as an ordering scheme to be applied to an adjustment 
which was carried out in one computer run, completely 
in computer central memory, and using an individual 
element storage structure. This was clearly different 
from the adjustment of the North American Datum, 
for which an in-core solution was not contemplated. 
However, from the similarities between George's dis­
section scheme and the Helmert blocking procedure, it 
was clear that the best results would be obtained by 
starting with the whole network and recursively divid­
ing it into quarters. The number of numerical oper­
ations would be least if the subdivision were carried 
out recursively until there were no interior points left 
in any first-level block. This suggested a large number 
of extremely small first-level blocks. 

Although the number of arithmetic operations was 
important, it was not the only cost factor to be consid­
ered in planning the computational procedures for the 
NAO adjustment. Some type of file management 
scheme had to be created to manage the numerous 
files of partial reduced normal equations which would 
arise. These files would likely be backed up on tape as 
well as disk. In addition, there would be many aspects 
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of file management that would require considerable 
human effort. People, not machines, would be expected 
to initiate actions to assign file names, restore damag­
ed and lost files, and handle similar details. This 
consideration suggested that it was better to have 
fewer, rather than more, Helmert blocks, and that the 
first-level blocks should therefore be larger rather than 
smaller. 

The compromise was to aim for a first-level block of 
a few hundred points. This quantity is small enough to 
still require several levels of the Helmert block proce­
dure, but also large enough to invite some scheme for 
exploiting the sparseness of the normal equations at 
the lowest level. To exploit the sparseness we selected 
the variable bandwidth storage structure and profile 
minimization scheme that had previously been used at 
NGS (Schwarz, 1978; Snay, 1976). 

The nested dissection scheme appears to suggest 
that best results are obtained if the analyst combines 
four blocks at a time in the Helmert blocking proce­
dure. It suggests a preference for the broad tree strat­
egy of figure 14.2d over the deep tree strategy of 
figure 14.2a. However, the analysis described by 
George (1973) is actually neutral on this question. 
George implies a preference for minimum degree or­
dering to determine the order of elimination of all 
points at a given level of elimination, but this pref­
erence is not a critical factor. 

Since the question of whether to choose a broad 
tree or a deep tree strategy could thus not be resolved 
on the basis of counts of mathematical operations, we 
compared the operational advantages of the two ap­
proaches. Figure 14.6 describes the operations which 
occur when a system of two Helmert blocks is com­
bined two at time, while figure 14.7 describes the 
same system solved by combining four blocks at a 
time. The following characteristics were noted: 

1. The deep tree strategy allows more operations to 
proceed independently and in parallel. In the 
example of figure 14.6, blocks l and 2 can be 
combined and reduced as soon as they are 
formed, without waiting for the formation of 
blocks 3 and 4. As an operational matter, it is 
always better to get something done sooner rath­
er than wait until later. Later, the computer 
may be clogged up with other work. 

2. Combining more blocks in a broad tree strategy 
requires the formation of larger blocks (before 
elimination of interior unknowns). In figure 14.7 
the total number of unknowns input to the top 
level is larger than in figure 14.6. This means 
that the broad tree strategy would be the first to 
be constrained by a program that limits the 
total number of stations that can be handled at 
one time. 

3. In addition to being larger, the higher level 
blocks formed with a broad tree strategy are 
more sparse than those formed with the deep 
tree strategy. Use of a broad tree would there· 
fore invite the use of a sparse matrix storage 
structure and reordering algorithm at the higher 
levels, while the use of a deep tree strategy 

would largely obviate the need for such algo­
rithms. 

4. Combining four blocks at a time results in a 
total of five Helmert blocks to be formed, re­
duced, and stored, while combining two blocks 
at a time results in seven such blocks. For a 
large number of first-level Helmert blocks, the 
ratio of the total number of blocks for these two 
strategies approaches 2/3. In fact, if even more 
blocks are combined at a time, the advantage is 
even sharper. If we have N first-level blocks 
that are combined k blocks at time, then the 
total number of blocks to be formed, reduced, 
and stored is (k N-1)/(k-l). As N becomes 
large, the ratio of this number to the case of 
k=2 approaches k/(2 k-2). 

We felt that the first three characteristics, which 
suggest a preference for a deep tree strategy, outweigh 
the last characteristic, which suggests a preference for 
as broad a tree as possible. 

All of these considerations provided the following 
guidance for setting up a strategy and carrying out an 
adjustment: 

1. The partitioning of the network into first-level 
blocks should be carried out completely and a 
strategy should be designed before the adjust­
ment is begun. This eliminates any surprises. 

2. The strategy should be stored in machine-reada­
ble form, available to the adjustment and file 
handling programs. Since the strategy needs to 
be available for the duration of an adjustment 
project, which could last anywhere from I day 
to several months, we formed a named Adjust­
ment Project File (APF) for each adjustment to 
be carried out. These files also held other in­
formation important to the adjustment. By using 
distinct names we could have more than one 
large Helmert block adjustment project in 
progress at a time. 

3. The system of Helmert blocks should be devel­
oped by binary dissection, in which each block 
is divided into two subblocks. This also implies 
that the blocks should be combined two at a 
time, resulting in a deep tree strategy. 

4. The subdivision should be done from the top 
down, starting with the entire network and sub­
dividing into smaller subblocks. The subblocks 
should be further subdivided until all first-level 
(undivided) blocks have between 500 and 2,000 
stations. The actual adjustment is performed 
from the bottom up. 

5. At each subdivision, a block should be divided 
into two subblocks of approximately equal size. 
The dividing line should be drawn through 
weakly connected areas of the network, so that 
only a relatively few junction points are formed. 
Dividing lines must also follow 7112 minute grati­
cule lines. Within these constraints, we should 
choose dividing lines which run roughly north­
south or east-west. 
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Figure 14.6. Combination of blocks by a deep tree strategy. 
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Figure 14.7. Combination of blocks by a broad tree strategy. 

6. The most critical dividing line is the first, which 
divides the entire network in two, since this line 
is likely to create the greatest number of junc­
tion points. If we are able to draw this line in 
such a way that the total number of points to be 
handled at this level fits within the limitations 
of the programs, then we are unlikely to have 
problems with program limitations at lower lev­
els. 

J 4.4 STRATEGY DESIGN TOOLS 

A set of software functions was developed to aid in 
the design of a Helmert block strategy. These software 
tools allowed for the possibility that we might wish to 
develop more than one candidate strategy, and that 
such strategies might be related. Figure 14.8 shows 
interactions of the Strategy Development program. 
The following major directives are implemented by 
this program: 
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Figure 14.8. Interactions of the Strategy Development 
program with the user and with its major files. 

l. CREATE STRA TEO Y. The user must define 
the entire geographic area of the network, and 
this becomes the definition of the area of the 
highest level block. Since the user defines a 
geographic area in terms of multiple rectangles 
bounded by maximum and minimum latitude 
and longitude, this directive checks the user's 
definition for proper form. The network area 
must be simply connected. 

2. SAVE STRATEGY. This directive creates a 
STRATEGY DEVELOPMENT FILE and 
saves the strategy currently under development. 

3. RESTORE STRATEGY. This directive reads a 
STRATEGY DEVELOPMENT FILE and 
makes it the strategy under development. 

4. SUBDIVIDE A BLOCK. The block to be sub­
divided must be specified. Three methods are 
provided for specifying the dividing line: 

a. 

b. 

c. 

EXPLICIT SEPARATOR. The user ex­
plicitly specifies a dividing line by listing 
its vertices. The line must run along 7112 
minute graticule lines, and must also begin 
and end on the existing block boundary. 
MEAN LATITUDE. The mean of the 
latitudes of all the points in the block is 
computed and rounded to the nearest mul­
tiple of 7\1:> minutes. This graticule line 
becomes the dividing line. 
MEAN LONGITUDE. The mean of the 
longitudes of all the points in the block is 
computed and rounded to the nearest mul­
tiple of 7112 minutes. This graticule line 
becomes the dividing line. 

As a result of this directive, two new sub­
block area definitions are created (and pre­
sented to the user in multiple rectangle 
form). The strategy tree under develop­
ment is updated to include these new 
areas. 

5. ANALYZE. The strategy under development is 
analyzed by counting the number of points 
which must be handled at each level. The geo­
detic data base is read to determine the connec­
tions between points. A report in the form of 
figure 14.9 is produced. This software function 
simulates the entire Helmert block procedure. It 
must be used with discretion, since it can easily 
result in a long computer run. 

6. CONTINUE. Form a strategy automatically. 
All existing first-level blocks which contain at 
least 200 points are subdivided by the mean 
latitude separator, creating a new set of first 
level blocks. Of these new first-level blocks, 
those which contain at least 200 points are di­
vided by the mean longitude separator. This 
process is continued recursively until no block 
contains more than 200 points. 

7. DELETE. A node of the strategy under develop­
ment, together with all of descendants, is de­
leted. This enables the user to restart the devel­
opment of a strategy at some prior stage. 

14.5 EXPERIENCE 

The Strategy Development program allowed the 
user to examine several alternative strategies and to 
select the one which would result in the smallest total 
number of points passed forward through the Helmert 
block procedure. In practice, we found that most ana­
lysts preferred the explicit separator to the other alter­
natives. By examining even a generalized network dia­
gram, the analyst was able to select a dividing line 
that produced acceptable results. 
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Figure 14.9. Example of a report formed by analyzing a network of 2,000 stations divided into four Helmert blocks 
by binary dissection. The figure of merit for this strategy is the total of the points passed forward, shown in 
the last column. 
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15. HELMERT BLOCKING COMPUTER PROGRAMS 

Edward H. Herbrechtsmeier 

15.l INTRODUCTION 

In the following discussion we shall speak of "Hel­
mert blocks" or just "blocks." Properly, a block con­
sists of a geographical area definition, a set of normal 
equations that corresponds to this area, tables of diag­
onal terms, preliminary values, unknown identifiers, 
and assorted bookkeeping information. We may, at 
times, use the term block rather more loosely to refer 
to only the area or the set of normal equations. These 
distinctions should be clear in context. 

We shall also speak of the "Helmert blocking sys­
tem." This had two different meanings. The broader 
meaning was the total system of programs which per­
formed the adjustment, once the data base was estab­
lished. Specifically, it included the programs which 
generated observation equations and those which com­
puted and analyzed residuals. The more narro''' mean­
ing referred only to the system of programs, files, and 
procedures which solved the normal equations. The 
equation solver was written so that it could be used 
with any system of equations. It has no feature which 
depends of the type of equations that are being solved, 
so it can handle normal equations which arise from a 
leveling network just as well as it handled the NAD 
horizontal network. 

The user interfaced with the system via procedures, 
most of which were written in an interactive command 
language. The procedures generally prompted the user 
for the necessary parameters and input file names. 
Most procedures executed one or more computer pro­
grams. In some cases the programs were executed in 
the foreground, all within a single computer session. In 
other cases the programs were executed in the back­
ground as a separate computer run. In many cases a 
program or computer run would initiate another com­
puter run, causing execution of one or more other 
programs. Thus a single user session could result in 
many computer runs and program executions. 

The "Helmert block system," in both the broad and 
narrow sense, was made up of procedures and pro­
grams. The programs in turn relied heavily on subrou­
tine packages, the abstractions, which were made up 
of individual subroutines that implemented the Hel­
mert blocking algorithms. 

15.2 DESIGN GOALS 

The primary task was to form and solve a system of 
equations that was considerably larger than anything 
NGS or any other geodetic agency had previously 
handled. The Helmert blocking method provided an 
appropriate approach. However, the price to be paid 
was an increase in complexity; i.e., it became neces-

sary to track and coordinate a large number of inter­
related blocks instead of a single system. Furthermore, 
"disassembling" a single system into many subsystems 
generated problems that would not exist in a larger 
single system. It became clear at an early stage that 
controlling complexity had to be one of the primary 
concerns of the design. 

An objective of the design was to have the com­
puter system manage most of the generated coordina­
tion problems. The user was to be shielded from the 
added complexity which arose when a single process 
was partitioned into many computer runs. To the de­
gree possible, the Helmert block system was to be no 
harder to use than those programs which performed a 
network adjustment in a single computer run. At 
NGS, the standard for comparison was the TRA VJ 0 
program (Schwarz, 1978). 

One of the more obvious of the "generated" prob­
lems is that of retaining systems of equations between 
jobs. Previous adjustment procedures used various data 
structures such as arrays and files to represent a sys­
tem of equations. These structures had no "life" be­
yond a single computer run; they were created as 
needed during the computer run and disposed of when 
the run terminated. The most obvious way to save 
equations between runs was to make run temporary 
files into permanent files and to write the contents of 
various program variables (e.g., arrays) to other perma­
nent files. This approach would convert each system of 
equations to a set of files. Its difficulty is that it 
converts one entity (a system of equations) into many 
entities (a set of files) and thereby increases the com­
plexity of the system. 

The solution we chose for this problem was to put 
all of the parts of a system of equations into a single 
file. In addition to the normal equations, this file 
contained the preliminary values associated with each 
unknown, the unreduced diagonal terms of the equa­
tions, a table of the names of the unknowns, and some 
identification information. A file of this type was often 
referred to as a Helmert block. 

There are a number of problems involved in coordi­
nating various parts of the system. One of these is to 
track the state of all of the blocks involved. The 
geodesist needs to know whether or not a block exists 
and whether it is a reduced block, a solved block, an 
inverted block, or a block that is "in process." The 
NGS Helmert blocking programs used a single file, 
called the Adjustment Project File (APF), to contain 
the control information for the entire system. This file 
had several partitions. It contained the strategy, the 
lock and phases for each node in the strategy, and the 
definition of the geographical area for each node in 
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the strategy. It also served as the repository for a 
number of parameters that were global to the adjust­
ment. 

Another problem was dealing with the necessity to 
keep track of all the computer files that are temporary 
to the solution process but permanent to the computer 
system, since they exist between computer runs. The 
solution was to provide a large number of cataloged 
files that are known to the Helmert blocking system. 
Three such files were created for each Helmert block, 
although the user was largely unaware of their use and 
existence. These files could be stored on either tape or 
disk. 

The Helmert blocking system was also provided 
with an automatic mode. In this mode, the computer 
system schedules and dispatches all the necessary com­
puter runs. The user can walk away; the system stops 
only when its task is completed or there is an error. 

The major task of the user is to provide the Hel­
mert block system with all the input Helmert blocks. 
These are the blocks of partial normal equations cor­
responding to the leaf nodes. After these are registered 
with the system, the system may be placed in auto­
matic mode. The user may monitor the progress of the 
adjustment and return to manual control at any time. 

15.3 PROGRAMMING METHODOLOGY 

The fundamental software development techniques 
used in the design and implementation of the Helmert 
blocking system were informal specification and data 
abstraction. The term informal specification means 
that the methodology used is a relaxed form of the 
formal specification method. The methods employed in 
data abstraction are much the same as those employed 
in object-oriented programming. 

A data abstraction is defined as a collection of data 
objects (probably in machine-readable form) and a 
collection of operations on the objects such that the 
behavior of the objects can be completely specified in 
terms of the operations. An object is created or trans­
formed only as a direct result of an operation on the 
object, never as a side effect of another operation. 
Both procedural and representational detail are sup­
pressed. All such detail is inside the code which imple­
ments the abstraction and cannot be seen from outside. 

The operations on an object are separated into two 
groups. Each operation in the "O" group causes an 
object to undergo a change of state. Each operation in 
the "V" group causes no change of state but allows 
some aspect of the current state to be viewed from the 
outside. The state of an object (or at least the exter­
nally visible component of its state) is simply the 
collective results of all V-operations. The specification, 
then, need only indicate the effect of each 0-operation 
on the result of each V-operation, 

The use of data abstractions was advanced at NGS 
by John Isner, who singlehandedly produced most of 
the computer programs that make up the Helmert 
blocking system. His ideas are further described in 
Isner ( 1982). 

Nine data abstractions were written and became the 
core of the Helmert blocking system. Each was imple­
mented as a package of subroutines available to the 
main programs and to other subprograms. The abstrac­
tions were written first in Univac ASCII Fortran, 
which allowed internal subroutines. Later, when the 
system was ported to an IBM mainframe, all the 
programs, including the abstractions, were rewritten in 
PL/I. 

ATYPE is the area data abstraction. Its primary 
use was in the development and use of the strategy. It 
was used to represent the geographical areas that cor­
responded to each node in the strategy. ATYPE pro­
vides operations for creating an area, dividing an area, 
adding two areas together, and checking whether or 
not a point, quad, or an area is inside an area. 

BTYPE is the bag data abstraction. A bag is de­
fined to be a file system object that is used to store 
other objects (including other BTYPE objects). Many 
of the other data abstractions provide operations for 
storing and retrieVing their objects into and from bags. 
For example, ATYPE provides BAGA to put a copy 
of an ATYPE object into a bag and UNBAGA to 
retrieve an ATYPE object from a bag. All of the data 
that were stored between runs in the Helmert blocking 
system were kept in BITPE objects. Thus the Adjust­
ment Project File and all of the Helmert blocks were 
BTYPE objects. 

ETYPE is the equivalence class data abstraction. 
An equivalence class is a set of data points that are 
said to be "equivalent" in some user-defined sense. 

FTYPE is the direct-access, file data abstraction. 
An FTYPE object is a file containing variable length 
records of any size. It provides considerably more 
flexibility in handling direct access files than that 
normally found in higher level languages. Its primary 
use was in NTYPE for the out-of-core storage of 
normal equation elements. 

GTYPE is the graph data abstraction. This handles 
objects that are graphs in the mathematical sense, i.e., 
sets of vertices connected by edges. GTYPE was used 
in network analysis to detect unobserved and no-check 
stations. It was also used to reorder unknowns in the 
normal equations to reduce the profile. 

NTYPE is the normal equations data abstraction. 
This was a central focus of the Helmert blocking 
system. It provides an extensive set of normal equation 
operations. NTYPE was used to form, partially or 
fully reduce, solve, or invert norma1 equations. It im­
plements the inner product form of the Cholesky meth­
od of solving a symmetric system of linear equations as 
described by Hanson (1974). It handles large systems 
by partitioning the normal equation elements into 
pages that normally reside out of core and are brought 
into core memory as needed, as described by Poder 
and Tscherning (1973). The innermost loop (the com­
putation of partial inner products) is coded in Assem­
bly Language. 

TTYPE is the table data abstraction. ITYPE im· 
plements two-column tables. One of the columns is 
known as the "key" column and the other as the 
"value" column. The data in each row of the key 
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column are required to be unique. There is no restric­
tion on what is contained in the value column. TTYPE 
is used extensively in the many name-matching and 
cross-referencing operations of the Helmert blocking 
system. It provides a method that is both fast and easy 
to use. 

WTYPE is the stopwatch data abstraction. It is 
used for timing various portions of programs. 

YTYPE is the tree data abstraction. Representation 
of the Helmert blocking strategy is the primary use of 
YTYPE. 

15.4 THE PROGRAMS 

The Helmert blocking system consists of a total of 
63 programs, most of which implement the automatic 
equation solver. The major programs are described 
below. Figure 15.l shows the major data and control 
flows. 

USER 

Observation Special 
Class Junction 
Deck Points 

~ 

Parameters 

I Create Adjustment-Project 

Adjustment 
Project File 

15.4.1 Systems Creation 
CRAPF is used to create an Adjustment Project 

File (APF) and thereby initialize a Helmert blocking 
adjustment project. Its major input is a strategy in 
machine-readable form. (See chapter 14.) Other inputs 
include a list of special junction points and the defini­
tion of the observation class decks. 

The APF becomes a permanent file associated with 
a named adjustment project. There is a program to 
provide a formatted report of the state of an APF and 
several utilities to modify an APF. 

15.4.2 Data Base Programs 
The major data base procedure is RETRIEVE_RE­

ST ART_83. This executes several programs inside the 
geodetic data base environment. It retrieves data for a 
Helmert block and stores them in a RESTART File 
(described in chapter 10), outside the data base envi-
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Figure 15.1. Helmert blocking system. 
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ronment. The Helmert block boundaries are taken 
from the Strategy section of the APF. A fixed set of 
parameters is used in this data base retrieval. The 
NAD 27 coordinates in the data base are transformed 
to preliminary NAD 83 coordinates, using a digital 
representation of the graphs described by Vincenty 
( 1979). Observed values in areas of crustal motion are 
transformed to values that would have been observed 
on Dec. 31, 1983, using the methodology described in 
chapter 17. All observations which cross the block 
boundary in either direction are included. The coordi­
nates of the outside stations that participate in these 
observations are also included. 

15.4.3 Lowest Level Programs 
HBNEMO is the Helmert block version of the 

NEMO program described in chapter 10. It is the 
major lowest level program for terrestrial (scalar) ob­
servations. Its major input is a RESTART File that 
contains data corresponding to a Helmert block. It 
computes observation equations and partial normal 
equations. It identifies interior and junction points. 
Interior unknowns are reordered using Snay's algo­
rithm (Snay, 1976) to minimize the matrix profile. 
Junction point unknowns are placed at the end of the 
system of unknowns, with no special ordering. For 
each junction point the program examines the block 
definitions in the APF and computes the block in 
which the point will become interior. HBNEMO gen­
erates observation equations according to the three­
dimensional height-controlled model described in chap­
ter 12. The default weighting scheme is described in 
chapter 18. 

OMEN is the reverse of HBNEMO. It receives 
parameter corrections computed by the normal equa­
tion solver and computes updated coordinates and re­
siduals. The RESTART file for the block is updated. 

POSTPROC analyzes the residuals for terrestrial 
observations. Reports are prepared concerning the larg­
est residuals and the rms residuals for various subsets 
of the data. 

SOAP computes observation and partial normal 
equations for all space system observations (Doppler, 
VLBI, and local three-dimensional surveys). It imple­
ments the vector observation equations described in 
chapter 12. It includes a variety of options concerning 
which global parameters are to be free and which are 
to be constrained to some a priori value. It also in­
cludes a reverse mode in which it updates coordinates 
and computes residuals. 

STREPORT prepares a station report from a RE­
ST ART file, listing all data (including observations 
and residuals) associated with a single station. 

tS.4.4 Mid-Level Programs 
FWD performs the forward reduction of a Helmert 

block. It combines two or more input Helmert blocks 
containing partial reduced normal equations. The union 
of all the station coordinates and other parameters in 
all the input blocks is formed. If a particular unknown 
parameter appears in more than one block, the pro­
grams must check that the same approximate value of 

the unknown was used in each case. All the unknowns 
are reclassified as either interior or junction. Nonna! 
equation elements are accumulated. The interior un~ 
knowns are eliminated from the system of equations 
and the new Helmert block, containing reduced normal 
equation terms, is written out. 

RVS performs the back solution for a Helmert 
block. Given the normal equations for a block and the 
solution for the junction points, the solution for the 
interior points is computed. 

INV computes the matrix inverse of the normal 
equation coefficients for a Helmert block. Only the 
inverse terms within the matrix profile of the original 
normal equation coefficient matrix are computed using 
the algorithm described by Hanson (1978). 

15.4.S Highest Level Programs 
When the analyst reaches the highest level of the 

Strategy and all the blocks have been combined, only 
a single Helmert block is left. All the unknowns now 
become interior. The user can proceed directly to a 
solution of that block. However, this block contains the 
global unknowns and special junction point unknowns. 
It was assumed that there would be a desire to experi­
ment with different constraints at this level. Therefore, 
the highest level programs were taken outside the 
system of automatic job scheduling and execution. 

HLS2 is the highest level system program. It can 
be used to add, factor (fully or partially), solve, or 
invert Helmert blocks. 

STOAT computes the solution of a Helmert block 
for which there is a complete forward solution. It 
differs from RVS in that it operates outside of the 
automatic job scheduling and execution system. 

VOLE computes the inverse of a Helmert block at 
the highest level. It differs from INV in that it op­
erates outside of the automatic job scheduling and 
execution system. 

15.4.6 Utility Programs 
Major utility programs are described below. 
APFRPT generates a formatted report on the state 

of the APF (and hence the state of the Helmert 
blocking system). 

HBRPT generates a formatted report on the con­
tents of a Helmert block. 

HBCOPY copies a Helmert block from tape to 
disk. 

HBDUMP dumps a Helmert block to an ASCII 
file. The file is formatted according to the transfer 
structure agreed upon by NGS and the Geodetic Sur­
vey of Canada. 

HBLOAD is the reverse of HBDUMP. It creates 
and populates a Helmert block by loading the data 
from a transfer file. 

HTRPT generates a rep:irt on the Helmert block 
tape management system, which is meaningful if Hel­
mert blocks are being stored on tape instead of disk. 

LOCK is used to lock and unlock nodes in the 
Helmert block strategy. 
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15.5 ALGORITHMS 

The Helmert blocking system solves the normal 
equations by the Cholesky algorithm. Most of the work 
is performed in the forward reduction program FWD. 
After the unknowns have been classified as either 
interior or junction, they are ordered so that the inte­
rior unknowns come first, but the ordering is otherwise 
arbitrary. Once the ordering of the unknowns is deter· 
mined, each normal equation coefficient and constant 
term has an assigned row and column number. Normal 
equation elements are accumulated in their proper 
locations. The upper triangular part of the combined 
system is depicted as 

N' 
Ji/ 

i) 
u 
s 

The data abstraction NTYPE transforms this to 

('fTrlNT 
N -NN-INT 

(T')"'U 
U -NN·1D 
S _fJTN-t(r 

where T is the upper triangular Cholesky factor of N. 
The highest level system takes a system of reduced 

normal equations depicted as 

Ji/ u 
s 

and calls on NTYPE to transform this to 

t (T')'u 
S -UTN- 1U 

where f is the upper triangular Cholesky factor of N. 
This completes the forward reduction. The back 

solution is begun with the completely reduced normal 
equations at the highest level. STOAT uses NTYPE to 
transform this system into 

t t-1ctTy1u 
S _iJTN-tiJ 

and the upper right corner is 

the solution for the unknowns at the highest level. 
The solution is then propagated back through the 

Helmert blocks by RVS. For each block the term at 
the second row and third column is replaced by the 
solution for the junction point unknowns from the next 
higher level, giving 

('fTyl:NT 
N - NN· 1NT 

('fTrlfJ 
ii: 
S - (r-rN-1fJ. 

The back solution is continued, transforming this sys­
tem to 

('fT)'l:NT 
N - NN·1N1 

T' [(T')"'D - (T')·'Jil'ii: J 
ii: 
S - fJTN·t(J 

The term in the upper right corner is the solution for 
the interior unknowns X. 

The lower right corner of the triangular system of 
normal equations contains a scalar. This location is 
used to accumulate the weighted sum of squares of 
residuals, according to the equation 

where L 1WL is the weighted sum of squares of ob­
servation equation constant terms. For each Helmert 
block at a leaf node of the strategy, the weighted sum 
of squares of the constant terms of the observation 
equations in that block is placed in the lower right 
corner. As the Helmert block solution progresses, the 
contributions from different blocks are added together. 
At the same time, the second term, UTN-1U, is par­
tially computed as each block is reduced. At the end 
of the forward reduction, the term in the lower right 
corner is 

At the end of every forward run, the term in the lower 
right corner is interpreted as the sum of squares of 
residuals that would be obtained if all remaining junc­
tion points were held fixed at their current approxi· 
mate values. The input and output values of this term 
are stored in the Log file for use by the analyst. 

15.6 CONTROL MECHANISMS 

15.6.1 Courses and Phases 
The computation of the Cholesky factor of the nor· 

ma! equations (including the constant column) is said 
to be the forward course of the solution, while the 
back substitution is said to be the reverse course. In a 
Helmert block solution the forward course is accom­
plished over a number of separate and independent 
computer runs. The same is true of the reverse course. 
Furthermore, the complete least squares solution may 
require several iterations of the forward and reverse 
courses. 

Each node of the Strategy carries an attribute 
called the phase and represented by an integer num· 
ber. An odd numbered phase signifies that the forward 
reduction of the Helmert block belonging to the node 
has been accomplished. All the subblocks have been 
combined and all interior unknowns have been elimi­
nated. An even numbered phase means that the back 
solution for the block has been accomplished. The 
normal equations associated with the block contain the 
corrections to the unknowns in that block. If P is the 
phase number, then (P - 1) (modulo 2) is the current 
iteration number for the block. 
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The following rules are used for assigning phase 
numbers: 

1. Initially, all nodes have phase zero. 
2. When a node is registered (see below), its phase 

is increased by 1. 
3. When a forward job completes successfully, the 

parent node obtains the same phase as its chil­
dren. 

4. When a reverse job completes successfully, the 
child nodes obtain the same phase as the parent. 

When all the children of a node have an odd phase 
number which is one greater than that of the parent, 
then the job of extending the forward solution to the 
parent is said to be enabled. The child blocks have all 
been reduced; the reduced normal equations can now 
be combined and the unknowns which are interior to 
the parent block can be eliminated. 

When all the children of a node have an odd phase 
number which is one less than that of the parent, then 
the job of extending the reverse solution from the 
parent to the children is said to be enabled. The 
Helmert block associated with the parent node con­
tains the solution for all parameters in that block; 
these are junction point unknowns in the child blocks. 
The solution for the interior unknowns in each child 
block can now be computed. 

Figure 15.2 shows a typical strategy where all the 
phases are initially zero. 

15.6.2 Registration 
A Helmert block (set of partial normal equations) is 

introduced into an adjustment project by a process 
called registration. The equation solver of the Helmert 
blocking system makes a copy of the normal equations 
for its own use, stored in files which belong to the 
system and are largely invisible to the user. The phase 
of the node of this block is increased by one. The file 
name of the internal file which contains this Helmert 
block is an attribute of the node. 

Figures 15.3 (a,b,c,d,f) shows the changes to the 
strategy of figure 15.2 as a result of registering Hel­
mert blocks for nodes 4,3,9,8, and 7, respectively. 

15.6.3 The Dispatcher 
The DISPATCHER procedure and program initiate 

all jobs that are enabled. Dispatcher does this by 
submitting procedures containing executions of the 
FWD and RVS programs to the operating system. 
Each of these jobs runs independently and possibly 
concurrently. 

Each job which changes the phase of some node, 
such as a registration of a Helmert block or the 
successful completion of a forward or reverse run, 
submits another job which calls the Dispatcher. If the 
change of phase has caused some new job to be en­
abled, then the Dispatcher will submit that job. By 
this means the Helmert blocking system will continue 
to run as long as it can find useful work to do. At 
times there may be several jobs active on the com­
puter. When no more jobs are enabled the system 
stops. 

0001 

0 

0002 0003 

0 

0004 0005 

0 

0006 0007 

0 

0008 0009 

GJ GJ 
Figure 15.2. A Helmert blocking strategy in the initial 

state. Node number appears above the box and 
phase number within the box. 

The automatic mode of the Dispatcher can be stop­
ped by the Inhibit function. The INHIBIT parameter 
in the APF is set to true and the Dispatcher is sup­
pressed. If the Inhibit function is performed while jobs 
are active, the active jobs will be allowed to complete, 
but no new jobs will be created. 

The automatic dispatching mode can be restored by 
the Uninhibit function. An execution of the Dispatcher 
will cause the system to .. wake up" and begin dis­
patching enabled jobs. 

In figure 15.3, after the Helmert blocks for nodes 8 
and 9 have been registered, the forward reduction of 
block 6 is enabled. If the Dispatcher is executed at 
that point and the forward job completes successfully, 
then the state of the adjustment will be changed to 
that of figure l5.3(e). At that point no more work can 
be done, there are no new jobs to be dispatched, and 
the system "goes to sleep." After block 7 of figure 
15.3(f) is registered, the forward reduction of block 5 
is enabled. When the Dispatcher is executed this job 
will be submitted to the operating system. When it 
completes normally, as shown in figure l 5.3(g), the 
forward reduction of block 2 will be enabled. If the 
system is still in automatic (uninhibited) mode at that 
time, then the FWD job for block 2 will also be 
submitted. When it completes successfully the system 
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(a) After REG 4 (b) After REG 3 (c) After REG 9 

(d) After REG 8 (e) After FWD 6 (f) After REG 7 

(g) After FWD 5 (h) After FWD 2 (i) After FWD 1 

Figure 15.3. Changes to the phases in the strategy in figure 15.2 as a result of registration and processing. 



118 North American Datum of 1983 

will be 1n the state depicted in figure l 5.3(h). Even­
tually the system reaches the state shown in figure 
15.3(i); the forward course of the adjustment is com­
plete, there is no more useful work to do, no more jobs 
are dispatched, and the system goes to sleep. 

The solution of the highest level block is performed 
outside the automatic dispatching system. After this 
solution is available it is registered with the system 
and the state of the system is changed to that shown 
in figure 15.4(a). The reverse jobs for blocks 2 and 3 
are now enabled. If the system is in automatic mode 
then the Dispatcher, when executed, will begin to 
submit jobs. If all jobs complete successfully, then the 
system will pass through the states shown in figure 
15.4, finally reaching a state where the reverse course 
has been completed; no more work remains to be done, 
and the system goes to sleep again. 

At the end of the reverse course of the zeroth 
iteration all nodes will be in phase 2, as illustrated in 
figure 15.4(e). The only thing remaining to be done to 
complete this stage of the adjustment is to transfer the 
solution now existing in each of the first-level Helmert 

blocks back into the corresponding REST ART files. 
This takes place outside of the automatic adjustment 
system. 

When all analyses are complete and changes have 
been made to the RESTART files, the forward course 
of the next iteration can begin. Procedurally, the next 
iteration is identical to the first; the only observable 
difference will be in the phase numbers (which now go 
from 2 to 3 in the forward course, and from 3 to 4 in 
the reverse). 

15.6.4 Locks 
The Inhibit and Uninhibit functions provide global 

control of the system. Finer-grained control of events is 
possible using the Locks function. This function allows 
the selective placement of "locks" on nodes of the 
strategy, so that any enabled jobs involving those 
nodes will not be dispatched. For example, a Jock 
could be placed on the strategy of Figure 15.2 to 
prevent the system from dispatching the forward job 
for node 2. The resulting state of the strategy is shown 
in figure 15.5, where the locked node is shown as a 
box made of X's. 

(a) After REG l_ (b) After RVS 2,3 (c) After RVS 4,5 

(d) After RVS 6,7 (e) After RVS 8,9 

Figure 15.4. The reverse course of iteration 0. 
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Figure 15.5. A strategy with node 2 Jocked. 

The Locks function can also be used to unlock 
nodes which were previously locked. 

In addition to the explicit locking and unlocking of 
nodes done by the user, there is a large amount of 
locking and unlocking performed by the adjustment 
system itself as part of its operation. When a forward 
or reverse job begins executing, it checks that all 
nodes which it needs are unlocked. If not, it aborts; 
otherwise, it places locks on all of the needed nodes. 
When it completes normally, the job removes the 
locks. When no jobs are active (i.e., not currently 
executing or waiting in the input queue), all nodes 
should normally be unlocked. 

The system uses locks for two purposes. First, they 
prevent multiple redundant jobs from being dis­
patched. When a job has been dispatched and is run· 
ning, it is still enabled (the phase is not updated until 
the job completes). The lock prevents another execu­
tion of the Dispatcher from submitting such a job a 
second time. Second, the presence of locked nodes in a 
project with no active jobs may indicate a prior system 
failure. For example, suppose that a forward job has 
failed because it ran out space in one of its scratch 
files. Since the job does not complete, the strategy 
does not change and the job remains enabled. The 
locks prevent the system from futilely dispatching the 
same job again, since the job would only fail again. 

15.6.5 Setbacks 
We have seen that registration may, as a side ef­

fect, enable forward or reverse jobs (depending on 
whether a first-level or highest level block is regis­
tered). Enabled jobs may be dispatched and may, in 
turn, enable other forward or reverse jobs, and so on. 
To put it simply, registration may cause the adjust­
ment to "progress" one or more steps. In the normal 
course of events, where every job completes normally, 
the phase of a parent block is always equal to, one less 
than the phase of a child (during the forward course), 
or one greater than the phase of a child (during the 
reverse course). There is, however, the possibility that 
an error can be discovered in one or more basic Hel­
mert blocks (leaf nodes). The user may then decide to 
re-register a block that has already been registered. 
Any progress that depended on the contents of the 
"old" block will then be lost. However any progress 
that did not depend on the old block need not be lost. 
We refer to the loss of progress due to such an 
untimely registration as a "setback." There are two 
kinds of setback: 

LOCAL 
SETBACK 

GLOBAL 
SETBACK 

A first-level block is re-registered be­
fore the reverse course has begun. 

(a) A first-level block is re-registered 
after the reverse course has be­
gun. 

(b) The highest-level block is re-regis­
tered. 

In a local setback, all Helmert blocks on the path 
from the block being re-registered to the highest level 
block must be "thrown away." In iteration zero, this is 
equivalent to resetting phases to zero along this path. 

In global setback, any Helmert blocks containing a 
solution contaminated by information from the "old" 
version of the block must be thrown away. In iteration 
zero, all blocks in phase 2 must be reset to phase zero. 

It is possible that at a given time two nodes in the 
same adjustment may be in different courses of dif­
ferent iterations. Figure 15.6 illustrates this point. In 
figure 15.6(a), node 3 has not yet received the back 
solution for iteration 0, while node 2 has not only 
received the back solution, but it has begun iteration 
1. In this case, a decision to re-register node 3 would 
entail a global setback and the phases would be reset 
as in figure 15.6(b). Resetting node 2 to the beginning 
of iteration 1 would entail only resetting its phase to 2. 
Re-registering the block would then reproduce the 
state shown in figure 15.6(a). 

15.7 INTERNAL ADJUSTMENT SYSTEM FILE.5 

During the forward and reverse course of an adjust­
ment, many Helmert blocks are processed. Each stage 
of transformation of each Helmert block is stored in a 
file that belongs to the adjustment system. 

The default storage medium for internal files is 
tape. In the default case, one internal file (representing 
one Helmert block) occupies a single 6250 BPI 9-track 
labeled tape. The use of tape simplifies "storage man­
agement" considerably, because an unlimited supply of 
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tapes is available and a tape can always hold a single 
Helmert block (even a very large one). Unfortunately, 
tapes have to be mounted, and this causes delays. 

Using disk as the storage medium for internal files 
eliminates waiting for tape mounts, but creates a num­
ber of storage management problems associated with 
disk. When several files share a single disk pack, 
concerns are raised about device capacity and frag­
mentation. Unfortunately, these problems are not easy 
to solve automatically. 

0001 0001 

0002 0003 0002 0003 

[] [] [] [] 
,,, [b] 

Figure 15.6. The effect of a setback. 

As a compromise, the adjustment system provides a 
way to designate disk as the storage medium for inter­
nal files, but places responsibility for storage manage­
ment on the user. When disk storage is used, Helmert 
blocks are copied onto disk at registration, and both 
forward and reverse jobs would create new Helmert 
blocks on disk. If the adjustment is large, the disk 
storage might eventually fill up with files, leaving 
some job with insufficient space for its output Helmert 
block. If this were to happen to a forward job, it 
would abort, but only after using considerable CPU 
time. Although the aborting job leaves its nodes 
locked, other active jobs would not be prevented from 
running, and they too would abort. This could result in 
a great waste of computer time. When using disk, 
therefore, the user must carefully monitor the space 
available. 

Although internal adjustment files are managed by 
the adjustment system, and can ordinarily be ignored, 
it is nevertheless important for the user to understand 
conflicts. It is also helpful for the user to have some 
familiarity with the role of internal files in order to be 
able to interpret system messages concerning the files 
in the event of problems. 

Three file names are catalogued for each Helmert 
block. These are Axxxx, Bxxxx, and Cxxxx, where 
xxxx is the number of the node. When the actual files 
are created by the adjustment system, the catalog will 
be updated to reflect an actual file location (e.g., tape 
volume or disk volume). 

Internal adjustment system files are assigned names 
from the reserved set according to their usage. Files 
with "A" prefix names are used to store Helmert 
blocks for the forward course in EVEN iterations, files 
with "B" prefix names are used to store Helmert 

blocks for the forward course of ODD iterations, and 
files with "C" prefix names are used to store Helmert 
blocks for the reverse course of both odd and even 
iterations. Thus, for example, we can deduce that a 
file named C0003 contains a Helmert block with a 
back solution for node 3. Figure 15.7 shows the com­
plete internal file usage picture for a simple 3-node 
strategy. Because of this arrangement, a block can 
always be set back as far as the forward course of the 
previous iteration. 

15.8 USING THE SYSTEM 

The Helmert blocking system was written to be 
used in a computer environment that provided a Con­
versational Remote Batch Entry (CRBE) system, but 
no true time sharing. The CRBE system supported a 
programming language (SUPERWYLBUR) which 
could be used interactively to prompt the user for data 
and which could submit jobs to the batch-oriented 
operating system (MVS) for scheduling and execution. 
SUPERWYLBUR could also perform a variety of file 
maintenance operations, including the listing and ed­
iting of text files. However, the interactive language 
had no significant numerical processing capability, and 
programs written in a true processing language could 
not be run interactively. 

Because of this computer environment restriction, 
all user functions in the Helmert blocking system are 
made available by means of macros, which are pro­
grams written in the interactive language. Some 
macros accomplish their functions directly, but most 
create one or more batch jobs which accomplish the 
desired function in the background. When a macro 
submits a batch job it tells the user what job number 
was assigned. The user may wait to be notified that 
the batch job has completed, at which point he or she 
may examine the output text files with the interactive 
editor. Alternatively, the user may terminate the inter­
active session and allow the batch job(s) to continue to 
run. 

User functions are divided into two groups, consis­
tent with the plan that the labor in a large adjustment 
project, such as the NAO 83 adjustment, will be 
divided among many individuals. The first group con­
tains functions that require overall knowledge of the 
adjustment project in order to be used safely. Func­
tions in this group are capable of creating system 
tasks, monitoring system status, and managing system 
resources, and may affect the actual numerical results 
of the adjustment. Consequently, such functions should 
be performed by a single individual designated as 
project leader. The second group consists of those 
functions that may be performed safely by a subordi­
nate "project member" who does not necessarily have 
a purview of the project. Functions in this group are 
not capable of affecting the adjustment directly (they 
operate "outside of the adjustment system"), and in­
clude routine file maintenance (backup/recovery of 
RESTART files) and reporting/analysis of first-level 
results. The highest level of an adjustment is also 
carried out by means of project member functions. 
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Figure 15.7. The use of internal file names. 

The adjustment project is associated with the user 
ID (computer user's account) of the project leader. 
The APF and all the internal files are catalogued 
under the project leader's directory. Since the system 
is designed to be used for very large adjustments 
requiring many staff-years of data preparation and 
analysis, it is not contemplated that the project leader 
would have more than one adjustment project in pro­
cess at any one time. Should this occur, the project 
leader would need to open an additional computer 
account. 

The first task of the project leader is to design the 
adjustment project. This means: 

I. Assuring that the observations in the geograph· 
ical area of interest have been validated and 
entered into the data base (the entire data base 
need not be loaded). 

2. Defining special junction points 
3. Defining observation classes 
4. Defining crustal motion parameters (where ap­

propriate) 
5. Selecting an ellipsoid 
6. Deciding whether the adjustment result will be 

stored back into the data base 
7. Acquiring resources (e.g., personnel, disk space) 
8. Designing a binary tree strategy for Helmert 

blocking. 

Of these items, strategy design is the most important, 
expensive, and difficult. Chapter 14 describes the tools 
that were developed to assist with this task. 

At the end of the adjustment design phase, several 
items exist in machine-readable form: 

I. The strategy will reside in a "Strategy Develop­
ment File" 

2. Special junction point QID/QSNs will exist in a 
text file 

3. An observation class deck will exist in a text file 
4. If needed, a data base of crustal motion param­

eters will exist. 

An adjustment project may now be created by 
means of the "Create Adjustment Project" function, 
invoked by the CRAPF macro. CRAPF is a project 
leader macro which asks for the location of the various 
machine-readable products of the design phase, and 
asks a number of questions pertinent to the future 
administration of the project. CRAPP submits a batch 
job that sets up two on-line files: 

1. The .. Adjustment Project File" (APF) 
2. The "Projeot Log" (LOG). 

All the machine-readable products of the project de­
sign phase are stored in the APF. These contents will 
be displayed in a report generated by the batch job 
submitted by the CRAPP macro. The log is an or-
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dinary text file which will be updated by ail future 
jobs that modify the adjustment state; initially it will 
contain a single line giving its creation date and time. 

The next task is to begin the retrieval of data from 
the data base. The result of this retrieval is a RE­
START file, which is then used as input to a 
HBNEMO run. While the design and project creation 
tasks must be carried out in strict order by the project 
leader, the retrieval and subsequent phases may over­
lap. Given a group of project members of varying 
speed and ability, it may be an advantage to the 
project leader to exploit this potential for overlap by 
allowing some project members to move into later 
phases while others remain active in earlier phases. 
Each project manager is assigned one or more Helmert 
blocks. 

For each Helmert block, the project manager must 
retrieve data from the data base and run HBNEMO. 
When an error-free run of HBNEMO is achieved, the 
project leader registers the resulting partial normal 
equations. Once registered, the normal equations are 
copied into the equation solver's internal files. The 
copy of the normal equations held by the project 
manager is no longer relevant and may be discarded. 
The RESTART file, however, should be saved, since it 
will be updated at the end of each iteration. If the 
adjustment is expected to last weeks or months, it 
would be sensible to store RESTART files on tape 
between iterations. 

Although the events within an adjustment project 
are normally driven by the availability of data, the 
project leader may desire to exercise some control over 
events. The project leader might wish to allow 
HBNEMO runs and registration to be performed dur­
ing the day (when project members are present to 
carry out these manual tasks), and restrict the com­
putationally intensive forward and reverse jobs to ex­
ecute overnight. Several project leader functions are 
available for this purpose. The INHIBIT macro inhib­
its the automatic dispatching of enabled jobs. Finer­
grained control of events is p:::issible using the project 
leader macro LOCKS. This allows the selective place­
ment of locks on nodes of the strategy, so that any 
enabled jobs involving those nodes will not be dis­
patched. 

The project leader monitors the progress of the 
adjustment by examining the LOG file. Each registra­
tion, forward reduction step, and reverse step records 
its beginning and ending time in the log. The project 
leader should look for jobs that begin but do not end, 
since this is evidence of abnormal termination. The 
forward program also records in the log any apparent 
singularities in the portion of the normal equations 
corresponding to the interior unknowns. Such apparent 
singularities must be investigated, since they can in­
dicate data errors which somehow remain even after 
block validation. 

The project leader may also examine the state of 
the adjustment by requesting an APF report from time 
to time. This should be examined for nodes which are 
locked even when no jobs are active, since this in­
dicates that some job has failed. The reason for the 

job failure must be determined and fixed. Common 
causes are running out of run temporary file space and 
computer system crashes. Once the problem has been 
fixed, the node may be unlocked. Since the job is still 
enabled, it will be submitted as soon as the Dispatcher 
is run. 

The project leader fixes problems as necessary. If 
necessary, the phases of the blocks can be manually 
modified with the APFFIX program. Some data prob­
lems may require setbacks, which are an option of the 
REGISTER macro. 

The project leader also determines whether the ad­
justment system should use tape or disk for its internal 
storage of Helmert blocks. The storage medium can be 
changed at any time with the USETAPE and 
USEDISK macros. It was suggested that tape be used 
in the forward course and disk in the reverse course. 
The reason was that reverse jobs use much less CPU 
time yet require many more tape mounts than the 
forward jobs. 

Eventually the adjustment reaches the top level. 
The Helmert block containing the reduced normal 
equations for the junction points at the highest level 
are taken out of the automatic system with the 
HBCOPY macro (which submits a job that executes 
the HBCOPY program). The project leader, possibly 
working with a small group, has several tools to solve 
these equations. They may be solved directly with 
HLS2, they may be first combined with normal equa­
tions from space system (vector) observations prepared 
by SOAP, and they may be combined with normal 
equations imported from other agencies. 

Once the highest level solution is available, the 
project leader registers it with the system and monitors 
the reverse course. When the reverse course has com­
pleted successfully, the project leader uses the OMEN 
macro to transfer the solution now existing in each 
first-level block back into the corresponding RE­
ST ART file. Updated parameters and residuals are 
computed and analyzed by the project member as­
signed to the block. 

OMEN is designed to operate on one (RESTART 
file-Helmert block) pair at a time. OMEN and all 
subsequent first-level activities (e.g., POSTPROC, 
STREPORT, RESTART file editing) take place out­
side of the automatic adjustment system. 

When all analyses are complete and necessary 
changes to RESTART files have been made, the for· 
ward course of the next iteration can begin. The pro­
ject members again run HBNEMO (with the updated 
RESTART files as input) and the project leader regis­
ters the resulting partial normal equations. 

If an adjustment project has been created with the 
intention of saving adjustment products (coordinates, 
covariances), then the final adjusted values in the 
RESTART files should be transferred back into the 
data base after convergence of the iterations. Further­
more, if any changes were made to observed values 
during project execution, then these are recorded in 
the RESTART file and should also be transferred to 
the data base. 
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15.9 DESIGN CHANGES 

In the final Helmert blocking system, some features 
were not written exactly as designed and planned. Two 
of these are mentioned below. 

Orientation unknowns were not handled by the 
Schreiber equation as discussed in chapter 14. Instead 
they appeared explicitly in the normal equations. They 
all became interior unknowns and were eliminated at 
the first level. The major price to be paid occurred at 
the end of the adjustment, when the uncertainties of 
the latitudes and longitudes were desired. Since the 
orientation unknowns were interspersed among the co­
ordinate unknowns at the lowest level, it became neces­
sary to compute the matrix inverse terms correspond­
ing to the orientation unknowns as well. 

The rule for classifying stations with respect to a 
block boundary was modified. The rule stated, "If 
there is an observation crossing the boundary, either 
from inside to outside or from outside to inside, then 
the stations at both ends of the line are classified as 
junction stations. Any inside stations which are not 
junction stations are classified as interior stations." 
This rule resulted in slightly more stations being clas­
sified as junctions than would have been the case had 
the rule in section 13.4 been applied. 

15.10 REFERENCES 

Hanson, Robert H., 1974: "Applications of Normal 
Equation Reordering and Helmert Blocking to the 
New Adjustment of the North American Datum." 
Presented at annual fall meeting of American Geo­
physical Union, San Francisco, CA, December 
12·17. 

Hanson, Robert H., 1978: "A Posteriori Error Propaga­
tion." Proceedings of the Second International Sym­
posium on Problems Related to the Redefinition of 
North American Geodetic Networks, Washington, 
DC. Apcil 21-24, pp. 427-445. 

Isner, John F., 1982: "A Fortran Programming Meth­
odology Based on Data Abstraction." Communica­
tions of the ACM, vol. 25, No. 10. 

Poder, Knud, and Tscherning, C. Christian, 1973: 
"Cholesky's Method on a Computer." Internal Re­
port No. 8. The Danish Geodetic Institute, Co­

penhagen. 

Schwarz, C. R., 1978: "TRA VlO Horizontal Network 
Adjustment Program." NOAA Technical Memoran­
dum NOS NGS-12, 52 pp. National Geodetic In­
formation Branch, NOAA, Rockville, MD 20852. 

Snay, Richard A., 1976: "Reducing the Profile of 
Sparse Symmetric Matrices." NOAA Technical 
Memorandum NOS NGS-4. National Geodetic In­
formation Branch, NOAA, Rockville, MD 20852, 
24 pp. Republished in Bulletin Gf!odf!sique, vol. 50, 
No. 4. 

Vincenty, T., 1979: "Determination of North American 
Datum 1983 Coordinates of Map Corners (Second 
Prediction)." NOAA Technical Memorandum NOS 
NGS-16. National Geodetic Information Branch, 
NOAA, Rockville, MD 20852, 5 pp. 





125 

16. GEOID HEIGHTS AND DEFLECTIONS 

Rudolf J. Fury 

16.1 INTRODUCTION 

An early decision in planning for the new adjust­
ment of the North American Datum specified that 
deflections of the vertical and geoid undulation were to 
be associated with every occupied network station in 
the horizontal data base (Bossler, 1978; Strange and 
Fury, 1977). Previously, astronomic deflections had 
been observed at only 2 percent of the occupied trian­
gulation stations. Similarly, geoid undulation estimates 
had been based on fitting polynomial surfaces to 
sparsely distributed astrogeodetically determined un­
dulations. Because gravity data had recently become 
sufficient for geodetic parameter estimation, deflec­
tions of the vertical and geoid heights were predicted 
by gravimetric methods for the remaining 98 percent 
of the network stations. This chapter describes the 
computational methodology employed and numerical 
results achieved in the prediction of parameters (Fury, 
1984). 

16.2 GEODETIC PARAMETER ESTIMATION BY 
GRAVIMETRIC METHODS 

The classical methods of Stokes and Vening 
Meinesz were adopted for the computation of geoid 
undulations and deflections of the vertical, respectively 
(Strange and Fury, 1977). These geodetic parameters 
are derived in a geocentric reference system as defined 
by the gravity anomalies. To provide for quality con­
trol of estimated parameters by direct comparison with 
astronomically derived values, the deflections of the 
vertical were transformed into the NAD 27 geodetic 
reference system. 

16.2.1 Prediction of Deflection of the Vertical 

16.2.1.1 Deflections on the geoid. 
The integral for the calculation of deflections of the 

vertical is the Vening Meinesz formula (Heiskanen and 
Moritz, 1967) 

{g} ff dS(l/I) 
1/ = -4,.--rr-=g-JJ l> g ( O'.' I/I) d I/I { cos O'.} 

sin a da 
a (16.1) 

where 

{ ~} = deflection components at a given point 
on the geoid, 

J J. .. du = integration over the global sphere, 
IT 

d~~) = the Vening Meinesz function, also S'(l/;) 

~g(a,1/;) = free-air gravity anomalies on the geoid 
derived from surface observations, 

a,i/; = azimuth and spherical distance of vari­
able point in the integration relative to 
the given point, and 

g = the average (global) value of gravity. 

The vertical deflection components are represented 
as the sum of three terms (Strange and Fury, 1977) 

{ ~} = 4
1

-g r J l>g0 S'(l/J){ ~p~ i} sin l/fdl/fda 
7r 0 0 

(16.2) 

+ 4~ r rig S'(l/l){~P~ i} sin l/ldl/lda + { ~~} 
rrg o o 

The first term expresses the long wavelength (global) 
components of the deflections which can be obtained 
using a harmonic series representation (~g") of the 
gravity field 

(16.3) 

where ~g0 designates boundary (geoid) values, L is the 
degree of truncation of the series and </>, X represent 
geodetic position. The second term of eq. (16.2) repre­
sents the short wavelength components of the total 
deflection superimposed on the global field. Therefore, 
it is computed from the residual gravity anomaly field, 

(16.4) 

where ~g is obtained from observations. Although the 
integration should be extended over the global sphere 
in principle, it is limited to a spherical cap (0--.1/;0) for 
practical considerations. The error thus committed is 
represented by the third term (d~, d17), known as the 
truncation error (Fell and Karaska, 1981; Hagiwara, 
1973). 

16.2.1.2 Deflections at station height. 
The vertical deflections calculated via the Vening 

Meinesz formula are at the geoid, i.e., mean sea level. 
These are not directly comparable with astronomically 
determined (observed) values unless the latter are re­
duced to the geoid by applying plumb line curvature 
corrections. However, the calculation of these correc­
tions is involved and the results can be uncertain 
( Groten, 1981). It is better to obtain the vertical 
deflections at station height. This was accomplished 
through the extension of the Vening Meinesz formula 
to points exterior to the geoid via Pizzetti's generaliza-
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tion of the function S'(l{;), (Heiskanen and Moritz, 
1967: eqs. 6-30, 6-46b ). The resulting formula for the 
short wavelength components of the deflections of the 
vertical is 

I 2rri/I 0 {(} _-ff - , {c9s a} ,· T/ ·' - 4rrg £;.g (a, !/J) S (r, !/J) s1n a s1n l/Jdl/Jda 
() () (16.5) 

where the variable r indicates radial distance from the 
geocenter to the physical surface, subscript s des­
ignates the short wavelength term, and £g is now 
computed at the physical surface rather than at the 
geoid. 

16.2.2 Prediction of Geoid Undulation 
Undulations of the geoid relative to the reference 

spheroid were calculated by Stokes' formula 
(Heiskanen and Moritz, 1967) 

N = 
4

R_ ff £;.g (a, !/1) S(!/J) da 
rrg a (16.6) 

where N is the geoid undulation, S(l/;) represents 
Stokes' function, and .:lg are gravity anomalies on the 
geoid. 

In the same fashion as the deflection calculation, 
the geoid undulation can also be expressed as a sum of 
three components in which the first term is the global 
component, and is modeled with a harmonic series 
similar to the method used for modeling deflections. 
The second term in the sum is the short wavelength 
component of the total undulation 

2rr i/1 0 

Ns = 4~g .[ ~1 6g (a, !/J)S(!/1) sin l/ldl/lda (l 6.7) 

The third term (dN) represents the truncation error. 

16.2.3 Computation of Global Components of the 
Parameters 

A set of spherical harmonic coefficients (truncated 
GEM-10) was chosen to calculate the global compo­
nents (Strange and Fury, 1977) of the parameters 

( __ I GM ~ a n ~ -m =o 
g - Ry r ~ (--r) ~ [(C-Cn )cos(m.\) 

n-2 m=O 

-m 
+~m. ( ')] d~(sin¢) 

Jn Sin ill/\ d¢ 

(16.8) 

_ I GM ~ ( a)" ~ = 
TJg- Rycos<t> r :t r ~ [-(C,,m-Cn°)sin(m,\) 

(16.9) 

I GM ~ n n -
Ng= -:Y -r- :t ( ~) ~ [(Cnm-C~)cos(m,\) 

+S,msin (m,\)]Pnm(sin¢) (16.10) 

where, ~v T/g, Ng are the deflections of the vertical and 
geoid undulation, respectively. 

GM= product .of gravitational constant and 
mass of the Earth, 

'Y = 

r = 

a= 

normal gravity at latitude, 
radial distance to geoid, 

f>nm(sincf>) = 

mean equatorial radius of the Earth, 
spherical harmonic (Legendre) func­
tions (normalized), 

@nm(sincf>) derivatives of harmonic functions, 
def> 

co= n 

coefficients of spherical harmonic ex­
pansion (normalized), 
coefficients of reference field which are 
functions of flattening (C} i= 0 only 
for n = 2 and n = 4 to an accuracy of 
4th power in the second eccentricity), 
and 

L = indicates the degree of truncation (L = 
22) for computations in eqs. (16.8), 
(16.9) and (16.10). 

The normalized Legendre functions and their de­
rivatives were calculated recursively through the rela­
tions given in appendix 16.A. 

A remark is appropriate concerning the computation 
of the radial distance (r) to the geoid. This value is 

r = R + N 

where R is the radial distance to the spheroid and N is 
the geoid undulation. However, N is initially not 
known. Therefore, the evaluation of double sums, i.e., 
eq. ( 16.10), is initially iterated with N = 0. Conver­
gence is usually reached in two iterations. 

As indicated, the double sums are evaluated first to 
obtain the global components of the deflections of the 
vertical and geoid undulation at network stations. 
However, they are also utilized in calculating the grav­
ity reference field, i.e., eq. (16.3). When performed 
many times, the evaluation of the double sums is a 
time-consuming computation, even though the algo­
rithm was optimized as much as possible. The large 
number of computations is necessitated by the need to 
calculate gravity anomaly residuals (.i"g) at a large 
number of area elements when integrating over the 
spherical cap for short wavelength components, using 
eqs. (16.5) and (16.7) as will be discussed in the next 
section. 

Since the gravity field produced by the satellite­
derived spherical harmonic model is smooth, point 
anomalies on the geoid were calculated only at five 
locations in the vicinity of the station through the 
harmonic series 

GM~ II 

£;.g
0 

= ~ ~ (n-1)(~)" ~ [(e'-C,~)cos(m.\) 
n-- m=O 

+S~" sin (m.\)] P~(sin<t>) (16.11) 
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These five reference values then provided the basis 
for linear interpolation of anomalies at other points on 
the geoid. (See appendix 16.B.) 

16.2.4 Computation of Short Wavelength Components 
of Parameters 

The practical evaluation of the integrals for the 
short wavelength terms is achieved through numerical 
integration. An important consideration in such cal­
culations is the subdivision of the spherical cap (i.e., 
integration region in the vicinity of the stations) into 
area elements. The method chosen is a combination of 
circular sectors [Rice-circles (Rice, 1952)) and geo­
graphic quadrangles. (See fig. 16.1.) In the immediate 
vicinity of the station (0 - 235 m), a gradient circle 
is used to evaluate the effect of the gravity field 
(Shultz et al., 1974). From this circular area (Rice­
ring no. 5) to 45' in latitude and 45' /cos¢ in longitude 
(Rice-ring no. 42) the mean anomalies (.:Sg) of circular 
sectors are calculated by averaging the interpolated 
values at sector corners. The remaining area of the 
spherical cap (lf; = 10°) is divided into three concen­
tric zones over a geographic lattice formed by meridi­
onal and parallel spherical arcs: the first zone extend­
ing from the circular sectors out to 2 • from the station 
is overlayed with 5' by 5' blocks, from this boundary 
to 5 • with 15' by 15' blocks, finally to 10 • with 1 • by 
1 • blocks. The mean anomalies (Llg) for this geo­
graphic lattice were precalculated using observed val­
ues from the NGS gravity data bank. There is a small 
error committed in matching the circular outer bound­
ary of sectors with the rectangular inner boundary of 
geographic lattice. This error is minimized by first 
moving the rectangular boundary to the even 5' grid 
line in the vicinity of outermost circle (i.e., 45' from 
the station in latitude and 45' /cos¢ in longitude); sec­
ondly, the summation includes only those sectors whose 
center points fall within this rectangular area (fig 
16.1 ). The truncation limit ( 1f; = 10 ·) was chosen as a 
compromise between the goal for achievable accuracy 
( ± 1 arcsec) and computational cost (Bossler, 1978). 
The global harmonic geoid model used in the computa-
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Figure 16.1. Gravity anomaly integration scheme. 

tions (GEM-10) was truncated to L = 22 for com­
putational economy. Considering that the estimated 
resolution of this harmonic model in terms of 
wavelength is 360° /22 ~ 16°, the spherical cap ra­
dius should have been 16 •. However, the moderate 
gain in accuracy (Strange and Fury, 1977: fig. 2) 
versus the very significant increase in computational 
cost did not justify the effort. 

16.3 COMPUTATION OF MEAN FREE-AIR 
GRAVITY ANOMALIES 

Mean free-air gravity anomalies had been computed 
for the solution of the Stokes and Vening Meinesz 
integrals. Since the long wavelength components of 
geodetic parameters were calculated directly from har­
monic series, mean anomalies are needed for the cal­
culation of short wavelength components only. Further, 
the short wavelength components are superimposed on 
the global model, which implies a residual gravity field 
for numerical integration. The appropriate mean anom­
aly residuals are then 

6.g = 6.g- ± (16.12) 
n=2 

16.3.1 Geodetic Reference Field 
The point free-air anomalies stored in the NGS 

gravity data bank had been computed on the Geodetic 
Reference System 1967 (GRS 1967) 

b.g( <f>,11.) = g( <f>,11.) - y( <f>,11.) (16.13) 

where g(</>,A) is an observed value reduced to mean sea 
level (geoid), and 'Y(</>,A) is the theoretical (normal) 
gravity at the surface of the spheroid. The spheroid 
parameters are 

GM = 0.398603 X 1015 cm3 /sec2 

a = 6378160 m 
w = 0.72921151467 X 10-4 rads/sec;_ 
12 = 1082.7 X 10-6 (exact) [J2 = -C2°] 

Derived parameters: 
]4 = -2.3712644 x 10-6 

'Ye = 0.97803187 X 106 mgal 
1/f = 298.2472 

where w is the angular velocity of the earth, 1/f is the 
reciprocal flattening of the spheroid, 'Ye is the equato­
rial normal gravity, and the other symbols have al­
ready been identified. 

The GRS 1967 constants were substituted into the 
harmonic series (eqs. 16.8, 16.9, 16.10, 16.11). As a 
result, the long wavelength components of the para_!P­
eters are th~n referenced to this field (i.e., c0

2 - C0
2 

= C0
4 - C0

4 = 0). It was desirable to obtain the 
geoid undulations as close as possible to the GRS 80 
system planned by NGS for geometric reference. How­
ever, since no final parameters were yet adopted, the 
following zonal terms (normalized) were substituted 
into the harmonic series 
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t.e = e(GEM-10) - c~(GRSl967) = +o.340074 x w-1 

t.e = e(GEM-IO) - c~(GRs1967) = -0.253549 x I0-6 

(16.14) 

Some very small effects seep into the higher har­
monic terms by this substitution due to weak correla­
tions. Since the harmonic coefficients of GEM-10 had 
been derived from least squares solution, they are not 
entirely independent, i.e., orthogonality relations are 
not perfect. 

The computed geoid undulations (full value) were 
compared with values derived from Doppler tracking 
data at 10 stations. (See table 16.1.) Geoid undulations 
determined by Doppler tracking were transformed into 
the GRS 80 system. (See appendix 16.C.) The test 
stations are well distributed in the conterminous Unit­
ed States. Agreements of the two sets of values in­
dicate that the substitution of ~C02 and ~C04 was 
appropriate. 

16.3.2 Observed Gravity Reduction 
Free-air anomalies on the geoid (boundary values) 

are needed for the solution of the third boundary-value 
problem of physical geodesy, i.e., the prediction of 
geoid undulation. Free-air anomalies at the physical 
surface are also needed for the computation of the 
disturbing potential (Heiskanen and Moritz 1967, p. 
233) and for its derivatives, i.e., deflections of the 
vertical at station height (Heiskanen and Moritz 1967, 
p. 235). When surface anomalies are corrected for the 
effect of the terrain, the formalization becomes equiv­
alent to the solution of Molodensky's boundary-value 
problem, assuming that free-air anomalies are linearly 
correlated with topographic elevations. In giving a 
physical interpretation to such solution, Moritz ( 1968, 
p. 35) shows its relation to the disturbing potential of 
a surface layer which may be obtained through the 
"condensation reduction" of Helmert (Heiskanen and 
Moritz 1967, p. 145). A "co-geoid" surface thus de­
fined is a "single-layer free-air geoid" (Bjerhammar, 
1967), which is obtained when all masses of topog­
raphy are condensed in a layer at mean sea level. A 
significant feature of this co-geoid is the fact that to a 

linear approximation the predicted deflections of the 
vertical are invariant with respect to the condensation 
of topographic masses. 

The masses to be removed were estimated via a 
Bouguer plate using the topographic height of the 
gravity station for plate thickness and a density (p) of 
2.67 g/cm3

• Corrections were applied for the devi­
ations of topography from the Bouguer plate (Goad, 
1981; Dimitrijevich, 1972). The infinite Bouguer plate 
approximation to the topographic masses carries a sig­
nificant error (Moritz, 1968), but this is of no great 
consequence in this application since its utility is limit­
ed to the smoothing of the gravity field for interpola­
tion. 

Following the removal of masses the observation (g) 
was reduced to sea level using the uniform free-air 
gradient of 0.3086 mgal/meter, 

~g(cf>,A.l = g(cf>,A.,h) - A1 + 0.3086h - 'Y (c/>,A.) 
(16.15) 

where 

~g(c/>,A.)5 = gravity anomaly at sea level, 
g(cf>,A.,h) = observed gravity at station, 

A1 = the effect of removed masses, 
0.3086h = reduction from station height to sea level 

in free space, and 
-y(cf>,A.) = gravity at the spheroid. 

The condensation reduction of Helmert may be 
viewed as a limiting case of isostatic reduction of the 
Pratt-Hayford type when the depth of condensation 
(D) is zero (Heiskanen and Moritz 1967, p. 145). 
Accordingly, 

~g(cf>,A.) = ~g(c/>,A.)5 + Ac (16.16) 

in which Ac represents the effect of restored topog­
raphy calculated with constant density (p = 
2.67g/cm3

) considering the fact that A1 was obtained 
through a Bouguer reduction (Heiskanen and Moritz, 
1967: p. 138). The "direct effect" (-Ac +A,) is a 
small quantity since "the attraction of the Helmert 
layer nearly compensates that of the topography" 
(Heiskanen and Moritz, 1967: p. 145), 

TABLE 16.1.-Comparison of geoid undulations predicted by gravimetric methods and computed from Doppler 
satellite tracking 

Sta. Latitude Longitude H Dopp I. Pred. Di ff. 
0 ' " 0 ' " (m) N(m) N(m) (m) 

10028 30 34 4.34 86 12 58.92 36.00 -26.46 -26.37 -0.09 
10055 37 29 53.63 122 29 50.24 53.82 -33.57 -33.19 -0.38 
10070 47 7 16.58 122 29 20.36 95.21 -22.45 -23.52 +1.07 
51041 41 38 26.87 IOI 35 56.21 1179.40 -19.98 -20.44 +0.46 
51057 40 23 42.05 115 12 25.13 1856.00 -20.23 -19.76 -0.47 
51081 46 18 30.44 85 27 23.69 260.62 -36.34 -36.62 +0.28 
53114 38 26 13.65 79 49 55.37 822.26 -30.65 -29.88 -0.77 
51134 32 51 55.56 117 14 59.06 76.21 -37.58 -37.18 -0.40 
51960 39 8 16.36 123 12 38.69 197.92 -30.69 -30.61 -0.08 
51014 27 57 25.32 80 33 28.02 7.26 -30.16 -29.81 -0.35 
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A1 = 21T Gphp = A = 21T Gph (16.17) 

where hp represents the topographic height of gravity 
station, and ii is the mean height of template compart­
ments derived from the digitized topographic heights. 

Mean anomalies were precomputed for the geo­
graphic lattice from data in the NGS gravity observa­
tions data bank. Three data sets were generated for 5' 
by 5', 15' by 15', and 1 • by 1 • geographic blocks. 
These anomalies were considered boundary values on 
the co-geoid, i.e., 

6g(<f>,A.) = g(<f>,A.,h) + 0.3086h - -y(<f>,A.) (16.18) 

since the direct effect may be neglected in the distant 
zones. Because the indirect effect of condensation re­
duction is even smaller than the direct effect (e.g., 1 
m per 3 km of average topographic height), its estima­
tion was not considered. 

The condensation anomalies may be regarded as 
sea-level, free-air anomalies which could have been 
obtained by linear approximation of downward continu­
ation of surface gravity anomalies (Heiskanen and 
Moritz, 1967: p. 329). This implies that "modern" 
methods of physical geodesy are applicable in comput­
ing deflections of the vertical at the physical surface. 
Indeed, this reasoning was followed in calculating de­
flections for the vertical at station height (Heiskanen 
and Moritz, 1967: p. 320). 

16.3.3 Gravity Anomaly Interpolation 
Although there is an abundance of gravity in most 

areas of the United States, sizeable gaps or areas with 
sparse coverage still remain. Therefore, interpolation 
and extrapolation (prediction) are basic requirements 
in parameter estimation. 

Least squares collocation has been used successfully 
for gravity anomaly predictions and error estimation 
(Tscherning, 1975). The method of least squares col­
location for the prediction of gravity anomalies (~gsp) 
and their error variances ( a 2 ~gs )are represented by the 

p 
formulas (Lachapelle, 1978) 

[ ]
-] 

t::,g·' = c~ .\ 6'' . Cc, Sc, s . 6-gs 
I' g . ~I' g . g (16.19) 

' ' . -r . . [ ]-1 -
0-6 I = 0-6 .\ - c 6 .\ 6 .\ • c 6 .\ 6 .I • c 6 S 6 S 

KP !! K.Kp K.K K.Kp (16.20) 

where ~gs is a vector of the gravity anomalies derived 
from observations ("observed" gravity ~g(¢,X)5 was 
"centered" on a reference plane); [C~gs•~gs] represents a 
covariance matrix of observed anomalies, C~gs,~gs is 
the cross-covariance (column) vector between obsefved 
and predicted anomalies, and a2 ~g' designates the vari­
ance of prediction. The covarianc~ function of gravity 
anomalies was defined in terms of Legendre polynomi­
als (Heiskanen and Moritz, 1967; Goad, 1981; Tscher­
ning and Rapp, 1974) 

~ [ R" ]"+2 C(D.gsQ, D.gsr) = C(l/JQ.r) = ~ C,, fQ fr P(l/IQ.r),, (16.21) 

where the C11 are degree variances, rg and rr are 
geocentric radii to points Q and T, and Rb is the 
radius of Bjerhammar sphere. The value of C11 was 
calculated from Goad (1981) 

( n-1)2 
C. =Rf"" K. 

where 

and 

a = 0.876 X 10-4 

This method of prediction is most applicable to a 
field of smooth anomalies. Therefore, the vector of 
observed anomalies (~g') was defined as "sea level 
anomalies" which are identical to "refined Bouguer­
anaomalies" (i.e., terrain corrected) on land 
(Heiskanen and Moritz, 1967), and free-air anomalies 
on oceans (i.e., h = 0). 

A data bank of prediction coefficients given by the 
product [C~gs•~gs]- 1 X ~g' is stored for predicting sea 
level anomalies at any point. The continental United 
States was partitioned into 1 • by 1 · geographic quad­
rangles. Each quadrangle was further subdivided into 
four 30' by 30' sectors for the calculation of local 
anomaly covariances. The prediction coefficients repre­
sent the sea-level anomaly surfaces within the sector 
boundaries. This requires the storage of a large num­
ber of coefficients for large numbers of observations. 
The problem was solved by iterative selection of those 
observed anomalies that significantly contributed (i.e., 
with dominant frequencies) to predicted sea-level 
anomalies. The maximum prediction error could there­
fore be kept to any desired level by storing a sufficient 
number of covariances for the sector. The iterative 
selection of data reduced the number of covariances to 
be stored by 30 to 60 percent. 

16.3.4 Topographic Heights Interpolation 
The mean heights of area elements in the numerical 

integration were obtained through the average point 
elevations at circular sector corners. The point eleva­
tions were computed via three-point interpolation from 
the NGS digitized topographic data bank. This data 
set contains a point elevation for every 30" of latitude 
and longitude in the United States, extending into 
Canada, Mexico, and the oceans. The heights were 
computed from the three closest digitized values form­
ing a triangle. (See appendix 16.D.) 
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16.4 ERROR ESTIMATION 

The possibility of estimating geodetic parameter er­
rors rigorously through error propagation was investi­
gated. Testing indicated that it was not feasible to 
compute the errors by this method. A practical solu­
tion was implemented which consisted of comparing 
the predictions with values derived from observations. 

16.4.1 Transformation of Deflection Components 
The predicted deflections of the vertical are referen­

ced to the modified GRS 1967 system and are not 
directly comparable to the astronomically derived val­
ues 

t1 = cp - </> 

11.1 = (A - ,\) cos </> (16.22) 

where ~A• 11A are the astrogeodetic deflection compo­
nents, .P, A are astronomic latitude and longitude, 
respectively, and ¢, ,\ are the corresponding geodetic 
values referenced to the North American Datum of 
1927. For the purpose of direct comparison, the pre­
dicted values were transformed into the NAD 27 sys­
tem via differential transformation (,\ positive east). 

ot = - M~ H[- sin <P cos 'A ou - sin <P sin 'A ov + cos <Pow 

2 cos 2¢( I -e2sin2 <P) + e2sin</J cos</J 
+ a e , ' 1,2 

( 1-nin-</J) 

( cos'A ol/f-sin'A & ) 

(16.23) 

+ sincpcos</J (2N+e'2Msin2</J)(l-f)of] 

071 = - ( N + H\cos</J [- coscpsin'A ou + coscpcos'A ov -

Ne2 sincpcoscp(sin'A ol/f + cos'A OE)] 

where 

e'2= L. N = a . M = a(l-e
2

) 
1-e2 ' ( l-e2sin2</J) 12 ' (l-e2sin 2</J)312 

OU, ov, ow 

oa, Of 

oE, oiJ!, ow 
a, e 

M,N 

indicate shifts of ellipsoid (i.e., geocen­
tric-geodetic) 
are corrections to semimajor axis and 
flattening, 
are differential rotations, 
are the semimajor axis and eccentricity 
of reference system, 
are radii of spheroidal curvature in the 
meridian and prime vertical, respective­
ly, 
is the geodetic height of station, and 
are corrections to transform geodetic 
into geocentric deflection components. 

The gravimetrically predicted vertical deflections in 
the NAD 27 system are then 

~NAD = ~GRS67 - 0~ 
11NAD = 11GRS67 - 01J. (16.24) 

The following constants were used in the differential 
transformation (Vincenty, 1976) 

a(Clarke 1866) = 6378206.4 m 
l/f(Clarke 1866) = 294.9787 

ou = - 22 m 
ov = + 157 m 
ow= + 176 m. 

The predicted geoid undulations are already very 
close to the GRS 80 system (table 16.1) adopted as 
preliminary reference for the geodetic network. There­
fore, any further corrections may be applied regionally. 

16.4.2 Interpolation and Error Estimation of 
Parameters 

The general approach to quality control and error 
estimation was heuristic in nature due to the large 
computational effort which would have been required 
for error propagation. Assuming that the parameters 
derived from observations have very small errors as 
compared to prediction, any differences between pre­
dicted and observed values are attributed to errors in 
prediction. Therefore, the predicted values must be 
corrected to match the observations. A weighted inter­
polation scheme that has the characteristic of predict­
ing the observed values at control stations was adopt­
ed. It is similar to astrogravimetric leveling (Heiskanen 
and Moritz 1967, p. 203), but is not limited to a 
profile. Instead, any number of observed parameters 
may be utilized. The interpolated parameters are then 

{g} {g }P I .If ({g } a {t }P ) 
71 = 71 + ~ "" 71 - 71 Wm N P N P .:.w ~ N m N 

m m=I (16.25) 

where the superscripts u and p indicate observed and 
predicted values, respectively, the subscripts P des­
ignate interpolated stations, while m designates the 
control stations. The weights (w) were chosen as the 
inverse distances between predicted and control sta­
tions; the summation limit was variable. 

The errors of interpolated parameters were com­
puted from two sources of information. The standard 
errors of observed values at control stations were 
summed with the weighted average of deviations 

[ 
I M I M 11/2 

a(t.71,N)p = M ~ a2(t,71,N)~ + (~ w)2 ~ w~t. 2 (g,71,N~ 
m=I M m=I (1 6.26) 

where the u indicates error estimates, the A super­
script designates standard error for astronomic or 
Doppler observations, Li is the residual difference be-
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tween observed and predicted values following a re­
gional correction (bias) to the latter, i.e., interpolated 
among neighboring control stations. 

16.5 RESULTS OF PREDICTED PARAMETERS 

Figure 8.1 displays the distribution of astronomic 
stations within the conterminous United States. It in­
dicates that spacing of astronomic stations is inad­
equate to estimate the local variability of deflections, 
but can be used to remove regional distortions from 
the gravimetrically predicted deflections. The bar 
charts in figures 16.2, 16.3 and 16.4 show the statisti­
cal distributions of observed vertical deflections and 
Doppler-system derived geoid undulations. These have 
been compared to the predicted values for the calcula­
tion of regional distortions in the sampled gravity field. 
The distortions, of which distributions are shown in 
figures 16.5, 16.6, and 16. 7, represent "calibration" 
values with which the predictions should be corrected 
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to obtain deflections and geoid undulations in the re­
spective reference system. A few large values suggest 
that the sampling of the gravity field at some regions 
is inadequate. 

Some measure of the success of geodetic parameters 
prediction in the conterminous States was sought. The 
accuracy indicators could not be obtained by the regu­
lar computations of "calibrating" the predicted values 
at astronomic and Doppler stations because the inter­
polation method reproduces the observed values; i.e., 
the residual differences would be zero. Therefore, the 
observations were assumed unknown at the test sta­
tions, so that only surrounding values were used io 
interpolation for comparing observed and predicted de­
flections and geoid undulations. This approach for ob­
taining accuracy indicators is clearly inconsistent with 
the principles of interpolation technique used and 
tends to produce pessimistic estimates. Nevertheless, it 
provides a reasonable measure of the success of param­
eter estimation. 
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Figure 16.2. Distribution of the deflection of the vertical in the meridian. 
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Figure 16.3. Distribution of the deflection of the vertical in the prime vertical. 
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Figure 16.5. Distribution of regional distortions in the meridian. 
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Figure 16.6. Distribution of regional distortions in the prime vertical. 
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Figure 16. 7 Distribution of regional distortions of geoid undulations. 

16.5.1 Deflections of the Vertical 
The results of tests for obtaining accuracy indica­

tors for deflections of the verticals are given in figures 
16.8, and 16.9 which show the results for the meridi­
onal and prime vertical components. Accordingly, the 
rms of residual differences at astronomic stations was 
± 1.33 arc seconds in the meridian and ± 1.14 arc 
seconds in the prime vertical components. The residual 
differences [d(~,17)] were also substituted into the for­
mula for computing error estimates of predicted geo­
detic parameters. 

Figures 16.10 and 16.11 show distributions of the 
predicted vertical deflections and figures 16.12 and 
16.13 the estimated errors. The predicted values are 
identical with the astronomically observed deflections 
at control stations, but they are different from the 

astronomically derived values when the regional distor­
tion at an astronomic station was judged unreliable 
and not used in the interpolation. 

16.5.2 Geoid Undulations 
Figure 16.14 shows the accuracy indicators obtained 

for geoid undulations. The root mean square (rms) of 
residual differences was ± 1.40 m computed at 208 
Doppler stations. Similarly, for computations per­
formed for deflections, the residual differences [d(N)] 
were substituted into the formula for computing error 
estimates of geoid undulations. However, a much den­
ser distribution of independently derived (Doppler) 
geoid heights would have been needed to provide a 
framework for reliable regional bias and error esti­
mates computation. These will become available in the 
future as space techniques are improved. 
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Figure 16.8. Distribution of residual differences in the meridian. 
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Figure 16.14. Distribution of residual differences of geoid undulations. 

16.6 DATA ACCESS AND PROCESSING 

The task of predicting vertical deflections and geoid 
undulations for the conterminous United States re­
quired four major processes: 

1. Retrieval of network-, astronomic-, and Doppler­
station data from the NGS data base. 

2. Vertical deflections and geoid undulations pre­
diction by gravimetric methods. 

3. Vertical deflections transformation into the 
NAD 27 system. 

4. Computation of accuracy estimates, error analy­
sis, and entry of geoid parameters into the data 
base for the North American Datum. 

The unprecedented large volume of geodetic and 
geophysical data, as represented by 180,000 network 
stations and 1.4 million gravity observations distributed 
over an area of approximately 55 million square kilo­
meters, demanded a high degree of automation, pow­
erful computational facilities, and modern data man­
agement techniques (Fury, 1981 ). 

16.6.1 Gravity Data Banks 
It has been shown in sections 16.2.4 and 16.3 that 

several sets of (residual) mean free air gravity anoma­
lies are needed for numerical integration. These sets 
were obtained by two different methods. The first 
method entailed only the calculation of average free 
air anomalies over 5' by 5', 15' by 15' and 1 ° by 1 ° 
geographic lattices. The second required the generation 
of Bouguer anomaly "surfaces" for anomaly prediction 
via collocation. 

The data bank of observed gravity values was estab­
lished to satisfy the needs of various geodetic projects 
for measured or reduced gravity. Since most of the 
projects access data by geographic area, the major 
feature of the data management software provides for 
such operation. Special features aid quality control, 

general updates and provide data security against 
hardware failures. Mean anomaly data banks were 
constructed corresponding to the three geographic lat­
tices in which the long wavelength components of 
gravity anomaly, calculated at the centers of lattice 
squares, were also retained. Data records were struc­
tured in array formats in which only anomalies are 
stored but in which positions are implied. The unit 
areas for data access are 1 ° by 1 °, 2 ° by 2 °, and 5 ° 
by 5 ° , corresponding to the 5' by 5', 15' by 15', and 
1 ° by 1 ° geographic lattices. The single key access to 
arrays by geographic area, controlled through the data 
bank directory, has proven to be a very efficient access 
method for high frequency data retrievals. 

16.6.2 Digitized Terrain Model 
The computation of terrain effects on observed 

gravity necessitates the availability of a terrain model. 
The topographic elevations data bank of NGS repre­
sents such a model through the elevations which are 
digitized at every 30 seconds of latitude and longitude. 
Most of the point elevations were digitized from 
1 :250,000 scale maps. Therefore, the point positions 
have no relationship to either geodetic network stations 
or to the gravity stations. The gridded data set is 
amenable to the same array data structure as used for 
mean gravity anomalies, but the data density is higher 
by orders of magnitude. Consequently, the unit area of 
data access has been decreased to 30' by 30' geo­
graphic blocks. Due to the relatively high data density, 
three-point linear interpolation was considered ade­
quate for mean height computations. The frequency of 
access for topographic elevations was high in both 
terrain effects computations and mean height calcula­
tions for Rice-circle compartments of numerical in­
tegration. The data bank management software, em­
ploying single key access by geographic area, 
responded readily to the demand for high frequency 
data access. 
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16.6.3 Gravity prediction coefficients data bank 
As discussed in section 16.3.3, the interpolation of 

gravity data is a basic requirement in geodetic param­
eter estimation. This requirement was satisfied by gen­
erating a gravity data bank of "prediction coeffi­
cients," defined previously as the product of a vector 
of gravity anomalies derived from observations, and 
the inverse of the associated convariance matrix. The 
characteristic feature of retrieving sets of prediction 
coefficients by geographic area has been adopted from 
the gravity data banks. The unit area of definition of 
gravity anomaly "surfaces," represented by the coeffi­
cients, is 30' by 30' of geographic block. Random 
access to anomaly surfaces was achieved under the 
control of the data bank directory. In contrast to the 
fixed array size record structure of the mean gravity 
and terrain model data banks, the number of predic­
tion coefficients per surface area varied, requiring spe­
cial provisions in data bank design. Nonetheless, the 
method of single key retrieval by geographic area was 
retained, which facilitated efficient access and accu­
rate gravity prediction. 

16.6.4 Processing Facilities 
The prediction of the deflections of vertical and 

geoid undulations by the classical method of numerical 
integration (Schwarz, 1978; Hopkins and McEntee. 
1974) represented a large computational effort, neces­
sitating powerful computing facilities. The majority of 
the computations were carried out on the IBM 
360/195 mainframe operated by NOAA. At the same 
time, the geodetic data base, containing the coordi­
nates of the network stations, was housed on an IBM 
mainframe operated by a commercial time-shared fa­
cility. First, the logistics of smooth data flow between 
the two facilities had to be resolved and, second, an 
automated batch processing software system had to be 
placed into operation which would provide automatic 
restart and processing recovery capability. The total 
project of predicting deflections of the vertical and 
geoid undulations was carried out from October 1980 
to May 1982. 

The magnitude of the project can be illustrated by 
the following statistics: 

Astronomic and network station records were stored 
on 173 magnetic tape files after retrieval from the 
data base (35 files hold records for Puerto Rico, 
Hawaii, and Alaska). 
The geographic area of the conterminous states was 
divided into 43 area projects for data sets of man­
ageable size. The processing of these projects re­
quired the preparation, submittal, editing, and ver­
ification of approximately 4,000 prediction runs 
(computer jobs), 200 to 300 reruns, 150 to 200 
transformation and error analysis runs, and the 
same number of data set backup runs. 
There were 179,980 vertical deflections and geoid 
undulations predicted and stored in the station 
records of the geodetic data base (some predictions 
at intersection stations were not entered into the 

data base). This required the processing and data 
base entry runs of 43 files corresponding to the area 
projects. 

An indication of the success of the project may be 
given by the rms values of deviation between observed 
and predicted deflections, which were computed to be 
± 1.33 arc second in the meridional and ± 1.15 arc 
second in the prime vertical components at 3,115 as­
tronomic stations. 
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APPENDIX 16.A 
RECURSIVE RELATIONS OF LEGENDRE FUNCTIONS 

Derived recursion relations of normalized Legendre functions: 

-o 5n+f { ~ -o ~o } 
P,,(sin<t>) = ~ v2n-I sin<t> P,,_1(sin¢)-(n-I) V ~P,,-2 (sin¢) 

-m . . / 2n+ I {· I [ -m-1 . . / (n-m)(n-m-1) -m ] } 
Pn(sm¢) = V (n+m)(n+m-I) v o(2n-I) cos<t>Pn_1(sm¢) + V 2n_3 P,,_2(sin¢) 

Derived recursion relations of derivatives of normalized Legendre functions: 

dP,,(sin¢)_. / 2n+I {·I [ -m-1 . . -m-1 . ] . / (n-m)(n-m-1) -m } 
d<t> V(n+m)(n+m-1) v o(2n-I) cos¢ dPn-1 (sm<t>) - sm<t>P n-1 (sm<t>) + v 2n-3 dP,,-2(sin¢) 

when (m-1)>0, then o= 1, when (m-1)=0, then o=2; the functions are zero by definition when n-2, n-1, 
m-1~0. 

APPENDIX 16.B 
LINEAR INTERPOLATION OF GLOBAL COMPONENT 

OF GRAVITY ON THE GEOID 

Values of iig0 (eq. 16.11) are obtained by spherical 
harmonic series at the network station (1), and at 
symmetrically located four points (i.e., 2, 3, 4, 5). Any 
other values of iig0(</>,A.) in the station's vicinity are 
obtained by linear interpolation: 

L>go(3)-l:>go(5) L>go(2)-L>go(4) 
L>go(¢,A.) = 2r ¢'+ 2r A '+L>go (1) 

where <P' and A.' are geodetic positions, and r is the 
distance of symmetrically located points from network 
stations in arc minutes. Anomaly Computation Points on the Geoid 
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APPENDIX 16.C 
GEODETIC REFERENCE SYSTEM OF 1980 

GM = 3. 986005 x 1014 cm3 
/ sec2 

a = 6378137 meters 
J2 = l082.63xl0-6 

w = 0. 7292II5x10-4 rads/ sec 
l/f= 298.2572221(*) 

(*)Derived 

APPENDIX 16.D 
TOPOGRAPHIC HEIGHT INTERPOLATION 

Topographic heights of circular sector corners were 
computed via three-point interpolation from evenly dis­
tributed (P1P2, ... P6) digitized elevations in the NGS data 
bank. The point elevation hp of sector corner P is inter­
polated from values at geographic grid intersections P2, 

Ps, and P6 where 

hp~ Ahp6 +BhP5 +ChP2 

A = I +(<f>p5-<f>p)(A.r/...p6)-(Ap5-/...p)(<f>r</>P6) 

B = 1 +( <f>p2 -<f>p6)(A.r/...p5)-(/...p2 -Ap
6

)( </>r</>P5) 

C = I +(<f>p6-<f>p5)(A.r/...p)-(/...p6 -Ap5)(</>r</>P2) 

30" 

Topographic Height Interpolation 
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17.l INTRODUCTION 

The project to model horizontal deformation for 
various tectonically active regions in the United States 
is identified as REDEAM (REgional Deformation of 
the EArth Models). Individual models were developed 
for 19 mutually disjoint geographic regions. Sixteen of 
these regions cover, in combination, the State of Cali-

fornia (fig. 17.1). The three other regions are located 
in Nevada (fig. 17.1), Alaska (fig. 17.2), and Hawaii 
(fig. 17.3). This chapter is a condensation of the report 
by Snay et al. (1987) which documents the develop­
ment and implementation of the models. 
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Figure 17.1. A model for historical crustal deformation was developed for each of 
19 regions. Seventeen of these regions are pictured above. Other regions are 
located in Alaska and Hawaii. 
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Figure 17.2. The crustal deformation model for Alaska's Anchorage region characterizes 
horizontal displacements associated with the 1964 Prince William's Sound earthquake. 
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Figure 17.3. The crustal deformation model for Hawaii's Hilo region 
addresses horizontal motion associated with volcanic and seismic ac­
tivity, especially the 1975 Kalpana earthquake (M = 7.1). 
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system used by map makers, engineers, land surveyors, 
and others for horizontal positioning in North Amer­
ica. For the NAD project, all appropriate geodetic 
observations were entered into a simultaneous solution 
to estimate positional coordinates (latitude and lon­
gitude) for the several hundred thousand monumented 
stations that comprise the North American horizontal 
reference network. Prior to entry into the solution, 
geodetic data in areas of suspected deformation were 
reduced, using REDEAM models, to a common date 
(December 31, 1983) to account for temporal vari­
ations of the positional coordinates. That is, for each 
geodetic observation in the deforming areas, the RE­
DEAM models served to estimate the value that would 
be obtained if the observation were remeasured on 
December 31, 1983. The newly derived NAD posi­
tional coordinates thus correspond in time to this date. 

According to plate tectonic theory, the latitudes and 
longitudes of monumented stations continually change. 
The rates of these motions have been estimated from 
geologic and seismic data by using models that assume 
that the Earth's surface consists of several rigid plates 
each rotating at a constant rate about a specific pole 
(Minster and Jordan, 1978). Although these models 
are acceptable on a global scale for motions averaged 
over millions of years, significant regional deviations 
develop when the motions are considered over a time 
period of decades. In particular, friction between adja­
cent plates retards relative plate motion and causes a 
gradual bending of the Earth's crust over a zone hun­
dreds of kilometers in width. This regional bending is 
occasionally interrupted by the sudden displacements 
associated with earthquakes as elastic crustal elements 
rebound from their distorted states. The REDEAM 
models address both this slow regional bending and the 
rapid coseismic displacements. 

17.2 GEODETIC DATA 

Parameters for REDEAM models were estimated 
from geodetic data (directions, distances, and 
azimuths) contained in the archives maintained by 
NGS. This data base incorporates contributions from 
various Federal, state, and local organizations. The 
archives include numerous geodetic measurements in 
California which were performed explicitly to measure 
crustal motion. These crustal motion measurements 
include those performed by NGS and its predecessor 
agencies following most of the major earthquakes in 
the United States, including the San Francisco earth­
quake of 1906. These agencies have also repeatedly 
surveyed several geographic areas to monitor aseismic 
strain rate (fig. 17.4) and secular fault slip (fig. 17.5). 
The archived crustal motion measurements also in­
clude the regularly repeated line-length determinations 
performed by the California Department of Water 
Resources (1968) from 1959 to 1969 and the Califor­
nia Division of Mines and Geology from 1969 to 1979 
(Bennett, 1980) and the U.S. Geological Survey 
(USGS) from 1970 to the present (Savage, 1983). (See 
fig. 17.6.) It is important to note, however, that most 
of the geodetic data used for project REDEAM were 

observed not to measure crustal motion but simply to 
position the marks that comprise the national geodetic 
reference network. The crustal motion information con· 
tained in this majority of the data results largely from 
past demands for additional marks whereby previously 
established marks were resurveyed to position the 
newer marks. 

California's first geodetic data date back to the 
time of statehood, 1850. Most nineteenth century sur­
veys, however, are concentrated along the coast as they 
were performed to aid navigation. California's interior 
network remained sparse until the introduction of 
Bilby towers around 1930. Because these 20- to 40-me­
ter tall observation platforms are transportable and can 
be erected or dismantled in less than a day, they 
provided an economical means for seeing over trees, 
buildings, and other obstacles. Consequently, the 1930s 
represent the original epoch of data for much of Cali­
fornia. With the exception of the San Diego region, 
only pre-1980 data were included in the modeling 
effort. This cutoff date reflects the status of NGS's 
automated data base in early 1982~the time when the 
data were organized for project REDEAM. The San 
Diego data set was updated subsequent to 1982 to 
model coseismic deformation associated with the Impe­
rial Valley earthquake (M = 6.6) of 1979. 

The regional data sets overlap. In particular, the 
model for each region was derived from not only data 
within the region but also extending to a distance of 
16 km beyond the region's geographic span. This data 
overlap was engineered to provide a measure of spatial 
continuity among the various models. 

A significant increase in the number of distance 
observations occurred around 1960 with the introduc­
tion of EDM (electronic distance measuring) instru­
mentation and again around 1970 with the start of 
USGS's strain monitoring program (Savage, 1983). 

Only three California regions (Channel Islands, Los 
Angeles, and Bakersfield) include data that predate 
the San Francisco earthquake of 1906. For some re­
gions (San Diego, San Bernadina, and Barstow) the 
pre-1906 data had not been automated when the cor­
responding models were derived. For the other 10 
California regions, the pre-1906 data were intentionally 
excluded to a void modeling the coseismic movement 
associated with the San Francisco earthquake. 

17.3 MATHEMATICAL MODEL 

The mathematical formulation of the REDEAM 
models includes parameters for both the secular and 
episodic components of motion. 

Secular motion is represented by dividing the region 
to be modeled into a mosaic of districts. The words, 
region and district, convey specific meanings in this 
chapter. The geographic area pertaining to a specific 
model is called a region. A district is one of several 
specifically designated areas associated with a region. 
Each district is allowed to translate, rotate, and un­
dergo spatially homogeneous deformation at a constant 
rate with respect to time. By approximating the known 
geologic faults with district boundaries, the relative 
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motion between districts represents the relative move­
ment across these faults. This is not to say that all 
district boundaries correspond to faults. Some districts 
have been introduced simply to increase the spatial 
resolution of the secular motion. Figure 17. 7 identifies 
the 10 districts that comprise the San Diego region. 

Modeled episodic motion corresponds to displace­
ments associated with large earthquakes. For episodic 
motion the Earth is considered to be an isotropic, 
homogeneous, elastic halfspace whose bounding plane 
represents the Earth's surface; that is, the Earth is 
represented as the set of points (x,y,z) with z ~ 0. 
Rectangular planes of finite dimensions are embedded 
in the halfspace to represent seismically active faults. 
The motions associated with an earthquake correspond 
to the displacements that the elastic halfspace under­
goes in response to slip along the rectangular surfaces. 

CALIFORNIA 

Point Reyes to Petaluma 
San Francisco Area, 

San Jo3e, Hayward 

Avenal to 
San Luis Obispo 

This motion is given by the equations of dislocation 
theory (Snay et al. 1987: appendix A). The displace­
ments are a function of the location, size, and orienta­
tion of the rectangles, as well as the amount and sense 
of the slip. Figure 17 .8 identifies the earthquakes mod­
eled for the 16 California regions. 

More specifically, the mathematical model expresses 
the geodetic latitude <f>~t) (positive north) and lon­
gitude A~t) (positive west) of a station M in district i 
at time t by the equation 

[4>M(t~=f<t>~t0~+ fa<t>•(i) a<1><1>(i) a<1>x(i~ ~~t~)-~J(t-to) 
~M(tU ~M(toU ~x-(i) axii) axxUU ~~to)-A 

NEVADA 

Di,..ie Valley 
' 

Vicinityaf Fallon 

Imperial Valley, 
Vicinity of EI Centro 

Figure 17 .4. Meade (1971) published this figure identifying several areas 
that were being monitored before and during the 1960s using direc­
tion or triangulation observations. In the early 1970s, the more precise 
electronic distance measuring technique became sufficiently oper­
ational for monitoring deformation over large areas. 
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Here t0 is a fixed time of reference. The preceding 
equation states that a station's coordinate values at 
time t equal its coordinate values at time t0 plus a 
secular term, plus an episodic term. 

In using eq. (17.1), we presume that secular motion 
is linear in time. In the secular term the variables (¢, 
X) represent reference coordinates that are selected 
prior to adjusting the model to the geodetic data. The 
variables a<t,.(i), aq,q,(i), aq,>-(i), a>-.(i), a>-q,(i), a>->-(i) are 
parameters to be estimated for district i. Equation 
(17 .1) implies that the secular motion interior to each 
district is essentially homogeneous strain plus rotation 
at a constant rate with respect to time. 

The expression that involves the summation sign in 
eq. (17.1) corresponds to the episodic motion and gives 
the change of the station's latitude and longitude caus­
ed by strike slip sk and dip slip dk at time tk on the 
k-th rectangle for each value of k. The episodic time 
dependence is embedded in the step function r(th) 
defined by the conditions: 

for 

r(th) = { -~ if t < tk tk < to 
if t > tk 

for 

r(t,tk) = { ~ if t < tk tk > to 
if t > tk (17.2) 

Equation (17.2) prescribes that the slip on the k-th 
rectangle occurs instantaneously at time tk. In eq. 
(17.1) the quantities Ak> Bk> Ck> and Dk represent 
mathematical expressions involving the coordinates of 
station M as well as the location, orientation, and size 
of the k-th rectangle. 

With eq. (17.1) observations are entered into a least 
squares process to estimate the unknown coordinates 
(<f>M(t0), ~'M(t0)) for all M, the unknown parameters 
aq,.(i), aq,,p(i),. . .,a>->-(i) for all values of i, and the slips sk 
and dk for all values of k. In the least squares process 
an observation {j, at time t (a direction, a distance, or 
an azimuth) is first corrected for known systematic 
errors such as refraction and it is then projected onto 
an ellipsoidal reference surface so that the "reduced" 
observation {j,' is expressible solely as a function h of 
mark coordinates. That is, 

(17.3) 

where P and Q denote marks associated with the 
observation. Substituting into this equation from eq. 
( 17 .1 ), {j,' becomes a function of the coordinates 
(<f>p(t0), Ap(t0)) and (<f>Q(t0), A.Q(t0)), the parameters 
aq,.(i), aq,q,(i) .. ., a>->-(i) for all i corresponding to the 
district(s) containing P and Q, and also a function of 
the slips sk and dk for all values of k. These expres­
sions constitute the so-called "observation equations" of 
the least squares process. The observations are weight­
ed in the solution equal to the squared inverse of their 
respective standard errors. 

The observation-equation coefficients are computed 
by an application of the chain rule. That is, if {j,' is a 
reduced observation, say a distance, observed at time 
t, and if a is a parameter to be estimated, say a 
secular motion coefficient, then from eq. (17.3) the 
coefficient a{j,' / aa may be computed by the equation: 

( :') = (a::Ct)) (a~~t)j + ~a:p~t)) (a~~t)) 

+ (a:;tJ (a::t)) + (a:Q:t)) (aA.a:t)). 
(17.4) 

The partials (a¢~(~)) , (a~~t)), (a::Ct)) , (a:Q~t)) in 

eq. (17.4) are exactly the coefficients that would be 
computed for a static horizontal network adjustment, 
and the appropriate formulas are given by Schwarz 
(1978). The other four partials on the right side of eq. 
(17 .4), namely those involving partial derivatives with 
respect to a, may be computed by differentiating eq. 
(17 .1) with respect to a. To compute these latter four 
partials, the following information must be specified: 
(1) the time of reference t0; (2) the coordinates ((bJ) 
for the origin of reference; and (3) the dates of the 
earthquakes together with the various parameter values 
defining location, size, and orientation for the cor­
responding dislocation surfaces. 

17.4 MODEL IMPLEMENTATION 

The derived crustal motion models were used to 
"update" all archived horizontal data in the deforming 
areas of the United States to the common date De­
cember 31, 1983. Thus an observation measured in 
1940, for example, was updated to approximate the 
value that would be expected if it were remeasured on 
December 31, 1983. These updated observations were 
then entered into a static horizontal network adjust­
ment to determine latitudes and longitudes for the 
NAD 83 geodetic reference system. This section de­
scribes the algorithm used for computing the crustal 
motion "corrections" for updating observations. These 
correction are computed using the developed models 
whose parametric values may be found in Snay et al. 
(1987). 

Crustal motion corrections were applied to all ob­
servations that involve two stations, namely, direction, 
azimuth, and distance observations. Crustal motion 
corrections were not applied to observations involving 
only a single station, namely, Doppler positioning ob­
servations, because the data used to generate the 
models are insensitive to "absolute" motion. The effect 
of not correcting the Doppler observations should be 
insignificant because all archived Doppler observations 
were performed after 1970 and because the horizontal 
components of these observations have meter-level un­
certainties. 
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To correct an observation between two stations P 
and Q measured at time t 1 to its corresponding value 
at time t2, approximate horizontal coordinates for P 
and Q at the preselected reference time t0 = January 
1, 19 50 are needed. Because we are interested only in 
changes to observations from one time to another, the 
selection of t0 was rather arbitrary (1950 corresponds 

CALIFORNIA 

to the approximate weighted midpoint in the observa­
tion dates), and the station coordinates at time t0 did 

not need to be extremely accurate. For our purpose, 

the NAD-27 coordinates of P and Q constitute suffi­

ciently accurate estimates for <f>p(t0), Xp(t0), <f>Q(t0), and 

XQ(to). 

- LEGEND 

AQUEDUCT 

FAULT LINE 

0 QUAOlllLA TERAL 

Figure 17 .5. In the 1960s and 1970s, Federal agencies repeatedly surveyed 30 
small geodetic networks to determine fault-slip rates in the vicinity of the 
California aqueduct. Most of these networks contained six to eight stations 
located within a kilometer of each other and with half of the stations to 
either side of the straddled fault (from Meade, 1971). 
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Figure 17.6. Since the early 1970s, Federal and State agencies have monitored 
crustal deformation using electronic distance measuring instrumentation. The 
figure identifies frequently measured lines located in California and Nevada. 

Step 1: Determine the regions Rp and RQ that 
contain stations P and Q respectively. Recall that 
crustal motion models were formulated for 19 mutu­
ally disjoint regions. Points in the United States that 
are not contained in any of these 19 regions are 
assigned to a twentieth, complementary region where 
the crustal motion model for region 20 is defined as 
the null model, that is, no motion. 

Step 2: Let T denote the type of observation to be 
corrected. Use the model for RP to compute </>r(t1), 
.\r(t1), <t>0(t1), and .\0(t1) according to eq. (17.1), and let 
b(ti.Rp) denote the hypothetical observation of type T 
that would be measured at time t1 between P and Q 
given these coordinates. Similarly use the model for Rp 
to compute <f>p(t2), .\p(t2), <f>Q(t2), and .\Q(t2) according to 
eq. (17.1), and let b(t2,Rp) denote the hypothetical 
observation of type T that would be measured at time 
t2 between P and Q given these coordinates. 

Step 3: Use the model for RQ to compute, as in step 
2, the hypothetical observations b(ti.RQ) and b(t2,RQ) 
of type T between P and Q at times t1 and t2, respec­
tively. 

Step 4: If b denotes the value of the actual observa­
tion measured at time ti. then 

b' = b + 1/2 [b(t2,Rp) - b(ti,Rp)] 
+ 1/2 [b(t2,RQ) - b(t1,RQ)] (17.5) 

is the corrected observation corresponding to time t2• 

Note that the correction in eq. (17.5) represents the 
average of two estimates for the crustal motion be­
tween times t1 and !2: one estimate from the model for 
region RP and the other from the model for region RQ. 
This averaging process minimizes possible discrepan­
cies between different models for observations that 
cross regional boundaries. Recall that regional bound­
aries are artifacts which, unlike most district bound­
aries, do not correspond to geologic faults. 

Note also that the algorithm does not require that 
observation b be projected onto the reference ellipsoid 
to compute b', even though b(ti.Rp), b(t2,Rp), b(ti.RQ), 
and b(t2,RQ) may correspond to hypothetical observa­
tions on the reference ellipsoid. Moreover, any other 
data correction, for example, refraction, can be applied 
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Figure 17.7. A mosaic or 10 districts is used to model the secular motion of the San Diego region. Each Roman 
numeral identifies a district that can individually translate, rotate, and undergo homogeneous deformation at 
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so that relative motion between the districts corresponds to secular slip. The dashed lines denote district 
boundaries that do not correspond to faults. Dislocation theory is used to model the episodic motion 
associated with major earthquakes. The stars locate four modeled earthquakes identified by year of 
occurrence and magnitude. 
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Figure 17.8. Modeled earthquakes in California identified by year of occurrence and magnitude. 
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either before or after the crustal motion correction, 
provided the value of the correction does not strongly 
depend on the date of observation or on the horizontal 
coordinate changes at the level of expected crustal 
motion. 

Finally note that REDEAM models should not be 
used to compute positions that predate the 1906 San 
Francisco earthquake (April 18) for marks in Califor­
nia which are north of the 35.5 degree parallel of 
latitude. 

17.5 MODEL EVALUATION 

Evaluation of the REDEAM models constitutes an 
ongoing process. Five papers, in addition to the final 
report (Snay et al., 1987), have already appeared in 
print, and other studies are anticipated. Four of these 

125° - 123° 
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five publications discuss specific models and compare 
these models both with results derived by independent 
investigators and with current geophysical theories. In 
particular, these publications discuss the model for the 
San Diego region (Snay et al., 1983), the model for 
the Los Angeles region (Cline et al., 1984), the models 
for the San Francisco, Santa Rosa, and Ukiah regions 
(Cline et al., 1985), and the model for the Fallon, 
Nevada, region (Snay et al., 1985). The fifth publica­
tion (Snay et al., 1986) presents an overall evaluation 
of the 16 regional models spanning California. The 
fifth paper also discusses ideas for improving the 
models. This section recaps some of the material ap­
pearing in these publications. 

Figure 17.9 portrays the derived shear strain pattern 
for California. Because we have chosen to model the 
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Figure 17.9. Secular shear strain pattern for California as derived from historical 
geodetic data. The line patterns designate directions and magnitudes (en­
gineering units) of maximum dextral (right-lateral) shear strain rates for the 
mosaic of districts. Shearing between the North American and Pacific plates 
dominates the regional stress field producing an overall northwest-southeast 
trend for the direction of maximum dextral shear strain. The secular motion 
is assumed to be linear in time and excludes the movements associated 
directly with earthquakes of magnitude six and greater. 
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16 California regions independently, artificial discon­
tinuities in secular velocity occur across regional 
boundaries. These discontinuities have an rms value of 
~5 mm/yr even after individual models are adjusted to 
be mutually compatible. We partitioned California into 
16 regions to limit the size of the individual data sets. 
Even with 16 regions the data sets were often too large 
for a person to become adequately familiar with all the 
data contained in a region. Also, we limited the sizes 
of the data sets because model development was large­
ly a trial-and-error procedure; (I) the data sets had to 
be screened for blunders, (2) district boundaries had to 
be resolved, and (3) appropriate earthquake fault pa­
rameters had to be determined. It was not uncommon 
for us to perform as many as 10 adjustments of a 
region's data to various models in search of the best 
representation for regional crustal movement. More­
over, each such adjustment strained computer re­
sources to the extent that frequently the computer 
could only execute the adjustment over the weekend. 
Now, having modeled the 16 regions, we feel suffi­
ciently familiar with the data, the techniques, and the 
geophysics to undertake a simultaneous adjustment of 
all California data to a single model. 

Figure 17 .9 shows only the shear components of the 
secular deformation pattern. Data limitations render 
our estimates of the other components (rotation and 
dilatation) questionable. 

The rotation estimates depend on the astronomic 
azimuth data. The geodetic archives contain less than 
400 such azimuth observations for California, with 
each observation having a standard deviation of 7 
microradians (1.4 arc sec) or greater. Moreover, the 
azimuth observations are distributed poorly through 
time, with approximately 80 percent observed since 
1960. Consequently, rotation uncertainties (lo") for dis­
tricts are about 0.1 microradians per year. Said dif­
ferently, for every 100 km separating two stations, an 
uncertainty of 1 cm/yr exists in the transverse compo­
nent of the secular velocity between these stations. 
These velocity uncertainties are similar in magnitude 
to the expected secular velocities between stations on 
opposite sides of the state (Minster and Jordan, 1978). 
The near-future availability of space-based data, pro­
viding three-dimensional coordinate differences be­
tween stations to centimeter-level precision over lines 
exceeding 100 km in length, will enhance our es­
timates of regional rotation. 

The dilatation component of the deformation de­
pends on the collection of distance observations. Prior 
to the initial deployment of EDM equipment around 
1960, distances were laboriously taped. Consequently, 
the set of distance observations spans essentially less 
than three decades. Moreover, unmodeled systematic 
errors, having magnitudes on the order of several parts 
in 106

, are thought to contaminate much of the dis­
tance data. (See Snay et al., 1983: table 2; and Cline 
et al., 1984: table 4.) Considering the short time base, 
such errors could easily bias our estimated dilatation 
rates at the level of a few parts in 107 per year-a 
level that approximates in magnitude the dilatation 
rates that have been accurately measured with EDM 

by the USGS for selected areas of California (Savage, 
1983). These USGS EDM data are more precise than 
most of the other archived distance measurements be­
cause the USGS flew aircraft over the observed lines­
of-sight to obtain temperature and humidity profiles to 
better correct for refraction. For routine geodetic work, 
only endpoint meteorological readings are recorded. 
The highly precise USGS EDM data measured before 
1979 were included in the REDEAM modeling pro­
ject. These data profoundly helped to subdue biases in 
our dilatation-rate estimates, yet their effect was un­
derstandably limited to the areas that these data cover. 
The USGS monitoring program continues through 
time to the present and has expanded gradually to 
cover a greater area. Our planned second generation 
model will benefit from the inclusion of the USGS 
data measured since 1979. 

Also, to better address the problem of systematic 
errors in the distance data, a future generation model 
will probably include several scale parameters. These 
parameters would be introduced on the premise that a 
large part of the systematic error manifests itself as 
scale factors, each such factor being common to a 
group of distances observed with the same instrument. 
Such an error could be caused, for example, by in­
strumental miscalibration. These scale parameters 
would be estimated simultaneously with other model 
parameters via the least squares process. 

The secular shear strain pattern (fig. 17.9) is well 
determined for California because of the preponder­
ance of triangulation data. The earliest data are from 
the 1850s, but most pre-1900 data are concentrated 
along the coast where they primarily supported naviga­
tional charting. For most California areas, then, the 
first geodetic data were observed in the 1930s, cor­
responding in time to the introduction of the Bilby 
tower. Consequently, the shear strain-rate estimates 
correspond essentially to a 50-year time interval, 
1930-80. These estimates also represent spatial aver~ 

ages over several tens of kilometers; that is, the models 
presume that secular strain is spatially homogeneous 
within each district. A localized study of USGS EDM 
data in southern California (King and Savage, 1983) 
demonstrates the need for a model allowing greater 
spatial resolution. (See fig. 17.10.) 

Figure 17.8 identifies the modeled earthquakes in 
California. The locations, dimensions, and orientations 
of the various rectangles that represent the fault 
planes were specified after reviewing the geologic and 
seismic literature. We scanned this literature for hypo­
centers, aftershock zones, focal mechanisms, and sur­
face ruptures. The uncertainties (lcr) associated with 
the estimated components of the coseismic slip vectors 
imply decimeter-level resolution. We believe these un­
certainties, however, are overly optimistic because the 
locations, dimensions, and orientations of the disloca­
tion planes were introduced into the solution as if they 
were perfectly known. Also, the derived uncertainties 
are optimistic because of the ambiguities that exist in 
discriminating between coseismic and secular fault 
slip. Consequently, we contend that the existing geo­
detic data in general suffice only to resolve those 
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coseismic slips exceeding a meter in magnitude. A 
meter of slip essentially requires an event with M ;;;.. 7 
(Bonilla and Buchanan, 1970), such as the 1940 Impe­
rial Valley earthquake (M = 7.1) or the 1952 Kern 
County earthquake (M = 7. 7). Only a few seismic 
events with 6 ..;;:; M ..;;:; 7 have their coseismic slips 
well determined by existing horizontal data. 
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Figure 17.10. The San Bernardino regional model con­
tains a district corresponding in area to the 
40-kilometer-wide strip of land between the San 
Andreas and San Jacinto fault zones. The above 
graph represents a cross sections of this strip with 
the San Andreas fault zone located at + 20 km 
and the San Jacinto at ~20 km. The REDEAM 
model presumes that the secular shear strain rate 
is homogeneous across the strip. The horizontal 
line represents the REDEAM rate. Asterisks (with 
lu error bars) represent four localized strain-rate 
estimates that reveal significant spatial variation 
across the strip. The curve corresponds to a hy­
pothetical representation of this variation as pro­
posed by King and Savage (1983). 

It may be unfair to attribute this poor resolution of 
coseismic slip completely to data limitations. Some of 
the problem, more than likely, rests with our employed 
mathematical representation of earthquake movement. 
Our technique assumes that coseismic slip is constant 
over a rectangle whose dimensions are typically on the 
order of tens of kilometers. Current theory for earth­
quake mechanics, however, favors the existence of sig­
nificant spatial variations in slip over the rupture sur­
face. The newer theory promotes the concepts of 
"asperities" and "barriers" that strongly influence the 
distribution of coseismic slip (Aki, 1984). Both terms 
refer to strong patches on the fault that are resistive to 
breaking. Considerable study is yet needed to identify 
and classify these fault features and then develop 
analytic expressions that will more realistically repre­
sent episodic motion. 

17.6 SUMMARY 

Crustal motion models were produced for 19 total 
regions, 16 of which combine to cover all of Califor­
nia, with one model each for parts of Nevada, Hawaii, 
and Alaska. The models address both the secular and 
episodic components of motion. For secular motion, 
each modeled region is partitioned into a mosaic of 
districts that are individually allowed to translate, 
rotate, and deform homogeneously as a linear function 
of time. Episodic movement corresponds to displace­
ments associated with large earthquakes (M ~ 6), and 
is modeled in accordance with elastic dislocation the­
ory. Prior to the NAD adjustment, the models were 
used to update all appropriate geodetic observations to 
the values that would be obtained if the observations 
were remeasured on December 31, 1983. 
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18. PROJECT EXECUTION 

Elizabeth B. Wade 

18.1 OVERVIEW 

The National Geodetic Survey performed two major 
data processing roles in the new adjustment of the 
North American Datum. NGS was responsible for the 
preparation of the normal equations from its own data 
holdings, and acted as a computing center by merging 
the normal equations of different participants. 

In terms of computations, the Geodetic Survey of 
Canada was the only other participant. Greenland was 
brought into the project only through the Doppler 
observations, and these computations were totally in­
dependent of the networks on the remainder of the 
continent. Observations of the geodetic network in 
Mexico and Central America were gathered and fur­
nished to NGS by the Defense Mapping Agency 
(OMA). These data were placed into the NGS data 
base and treated as part of the U.S. block. No attempt 
was made to draw a Helmert block boundary along the 
U.S.-Mexico border. 

On the other hand, the observations made by space 
systems (Doppler, GPS, and VLBI) were treated as 
separate blocks, distinct from the very large block of 
U.S. terrestrial observations. 

To NGS, the dominating task was to adjust the 
U.S. terrestrial observations by using the programs 
developed for that purpose, while combining those data 
with other data sources at the highest level. From this 
point of view, the NAO 83 adjustment involved the 
following major steps: 

I. Develop adjustment strategy. The entire area of 
the contiguous United States, Mexico, Central 
America, Puerto Rico, the Virgin Islands, Alas­
ka, and Hawaii was divided (STRATEGY) into 
I63 first-level blocks averaging 1,500 stations 
each. A binary combination scheme also was 
developed. 

2. Create Adjustment Project File (APF). A file to 
track the administration of the project was cre­
ated (CRAPF) from the designated strategy. 

3. Retrieve first-level blocks. All horizontal data 
were retrieved (RESTRT) from the NGS data 
base into RESTART files. Transformations to 
preliminary NAO 83 positions were made and 
crustal motion corrections computed where nec­
essary. 

4. Create Helmert blocks. Observational data in 
each RESTART file were used to form a sys­
tem of partially reduced normal equations called 
a Helmert Block (HBNEMO). The creation of 
Helmert blocks was then registered with the 
APF (REGISTER). 

5. Run forward solution to highest level. Helmert 
blocks were combined (FWD), two at a time. 
Unknowns which were interior to the combined 
block were then eliminated, creating a new Hel­
mert block. This was aided by an automatic 
program (DISPATCH) which queried the APF 
to determine if additional combination runs were 
possible. 

6. Add additional observational data and perform 
highest level solution. Doppler data and VLBI 
data were retrieved and additional Helmert 
blocks formed from the space system data 
(SOAP). These data were added to the terres­
trial observation node I block. The Canadian 
data were then received from the Geodetic Sur­
vey of Canada and the highest level system of 
equations was solved (HLS). 

7. Analyze highest level solution. Geodesists per­
formed the following analysis; variance of unit 
weight, residuals on the Doppler observations 
(SOAP), residuals on selected terrestrial obser­
vations, and singularities at the highest level. 

8. Run back solution. The back substitution for 
each highest level combination job was made 
(STOAT). The back substitution for each for­
ward job was run (RVS) and the solution trans­
ferred from each first-level Helmert block into 
the corresponding RESTART file (OMEN). 

9. Analyze adjustment results. The resulting ter­
restrial residuals and position shifts were evalu­
ated (POSTPROC) and corrections made 
(RJSEPROC). If convergence had not been 
reached, the entire process was then iterated 
from the creation of the Helmert block (step 4). 

18.2 STRATEGY DEVELOPMENT 

The development of the strategy for forming initial 
level normal equations and their combination was ac­
complished between February and May 1985. The pri­
mary criterion was that each block contain between 
1,200 and 2,000 stations. A graphic representation of 
the numbers of stations in the NGS data base served 
as the main tool. Each represented a I -degree by 
2-degree area. (See fig. 18.1.) The contiguous United 
States, Alaska, Central America, and Puerto Rico 
were divided into 161 blocks. These block boundaries 
were along 30-minute graticule lines. However, the 
blocks were not always chosen to be rectangular, as 
had been the practice in the Block Validation phase. 

The smallest block in geographic size was a 
30-minute by I-degree area (fig. 18.2), while the larg­
est blocks were in Alaska (fig. 18.3). However, geo­
graphic size was not closely correlated with the num-
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Figure 18.3. First-level Helmert blocks in Alaska. 

her of stations. By this measure, both the largest and 
smallest blocks were l degree by 1 degree in size: 
Block 318, in Florida, had the least number of stations 
(438), while block 171, in Connecticut, had the most 
(2,754). 

Table 18. l outlines the exact block definition areas. 
Some consideration was given to drawing the block 
boundaries through weak areas of the network, but this 
was not a dominant criterion. Using long straight 
bouhdaries to encode the areas easily was also consid­
ered important. 

TABLE 18.1.-Lowest level Helmert block 
definition areas 

Node 16 
)_ 027 00 00 
2. 025 00 00 

Node 17 
1. 029 00 00 
2. 028 00 00 
J. 031 oo 00 

Node 18 
1. 028 00 00 
2. 029 00 00 

Node 19 
]. 030 00 00 
20310000 
3 030 00 00 

Node 21 
I. 032 00 00 

Node 22 
]. 032 00 00 

Node 23 
I. 032 00 00 

Node 26 
!. 035 00 00 

Node 27 
]_ 035 00 00 
2. 037 00 00 

Node 28 
I 035 00 00 
2. 035 00 00 

096 00 00 
097 00 00 

097 00 00 
097 00 00 
097 00 00 

095 00 00 
095 00 00 

095 00 00 
093 00 00 
093 00 00 

093 00 00 

098 00 00 

095 00 00 

098 00 00 

097 00 00 
095 00 00 

093 00 00 
091 00 00 

028 00 00 
027 00 00 

031 00 00 
029 00 00 
032 00 00 

029 00 00 
030 00 00 

031 00 00 
032 00 00 
031 00 00 

035 00 00 

035 00 00 

035 00 00 

039 00 00 

039 00 00 
039 00 00 

037 00 00 
037 00 00 

101 00 00 
101 00 00 

101 00 00 
101 00 00 
IOI 00 00 

097 00 00 
097 00 00 

097 00 00 
097 00 00 
095 00 00 

095 00 00 

101 00 00 

098 00 00 

101 00 00 

098 00 00 
097 00 00 

097 00 00 
093 00 00 

Node 29 
I. 037 00 00 
2. 037 00 00 

Node 36 
I. 029 00 00 
2. 028 00 00 

Node 37 
l. 030 ()() 00 

N00.38 
I. 031 00 00 
2. 032 00 00 

Node 39 
I. 034 00 00 
2. 033 00 00 

Node 42 
I. 034 00 00 
2. 035 00 00 

Node 43 
I. 037 00 ()() 
2. 035 00 00 

Node 44 
I. 034 00 ()() 
2. 034 00 00 
3. 035 00 00 

Node 4S 
I. 037 00 00 
2. 037 ()(} 00 

Node SO 
I. 030 00 00 
2. 029 00 00 

Node 54 
1 029 00 00 
2 029 00 00 
3. 029 00 00 
4. 030 00 00 
5. OJI 00 00 

Node SS 
I. 030 00 00 
2. 031 00 00 

Node S9 
I. 028 00 00 
2. 028 00 ()() 

Node 61 
I. 027 00 00 
2. 027 00 00 

Node 62 
L 024 00 00 
2. 024 00 00 

Node fi3 
1 026 00 00 
2. 026 00 00 

Node 65 
I 033 00 00 
2. 032 ()() 00 

Node 67 
]_ 032 00 00 

Node 69 
I 0320000 

Node 71 
1. 032 00 00 

Node 72 
I. 031 00 00 
2. 032 00 00 

Node 73 
I. 033 00 00 

Node 78 
I. 034 00 00 

Node 80 
I. 034 00 00 
2. 034 ()() 00 

Node 82 
I. 035 00 00 
2. 035 00 00 

Node 83 
I. 035 00 00 

091 00 00 
093 00 00 

091 00 00 
091 00 00 

090 00 00 

090 00 00 
090 00 00 

090 00 00 
090 00 00 

088 00 00 
088 00 00 

088 00 00 
090 00 00 

086 00 00 
085 00 00 
086 00 00 

085 00 00 
086 00 00 

084 00 00 
084 00 00 

080 00 00 
082 00 00 
083 ()() 00 
083 00 00 
083 00 00 

081 00 ()() 
080 00 00 

082 ()() 00 
081 0000 

082 00 00 
081 00 00 

080 00 00 
082 00 00 

080 00 00 
082 00 00 

077 00 00 
079 {)() 00 

080 00 00 

082 00 00 

083 00 00 

084 00 00 
084 00 00 

084 00 00 

083 00 00 

082 00 00 
080 00 00 

082 00 00 
081 00 00 

080 00 00 

039 00 00 
039 ()() 00 

030 00 00 
029 00 00 

031 00 00 

032 00 00 
033 00 00 

035 00 00 
034 00 00 

035 00 ()() 
037 00 00 

039 00 00 
037 00 00 

035 00 00 
037 00 00 
037 00 00 

039 00 00 
039 00 00 

03! 0000 
030 00 ()() 

030 00 00 
030 00 00 
030 00 00 
031 00 00 
032 00 00 

031 00 00 
032 00 00 

029 00 00 
029 ()() 00 

028 00 00 
028 00 00 

026 00 00 
026 00 00 

027 ()() ()() 
027 00 00 

034 ()() 00 
034 00 00 

034 ()() 00 

034 00 00 

034 00 00 

032 00 00 
033 00 00 

034 00 00 

036 00 00 

035 00 ()() 
035 00 00 

036 00 00 
036 00 00 

036 00 00 

093 00 00 
095 00 00 

095 00 00 
095 00 00 

093 00 ()() 

093 00 00 
093 00 00 

093 00 00 
093 00 00 

090 00 00 
090 00 00 

091 0000 
091 ()() 00 

088 00 00 
086 00 00 
088 00 00 

086 00 00 
088 00 00 

087 00 00 
086 00 00 

082 00 00 
083 00 00 
084 00 00 
084 00 00 
084 00 00 

083 00 00 
083 00 00 

083 00 00 
082 00 00 

083 00 00 
082 00 00 

082 00 00 
083 00 00 

082 00 00 
083 00 00 

079 00 00 
080 00 00 

082 00 00 

083 00 00 

084 00 00 

086 00 00 
086 00 ()() 

086 00 00 

085 00 00 

083 ()() 00 
082 00 00 

083 00 00 
082 00 00 

081 0000 
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TABLE 18.l.-Lowest level Helmert block definition areas (continued) 

Node 86 Node 138 
I. 034 00 00 079 00 00 035 00 00 080 00 00 I. 044 00 00 094 00 00 046 00 00 097 00 00 
2. 034 00 00 078 00 00 035 00 00 079 00 00 Node 139 

Node 87 1. 1}46 00 00 094 00 00 048 00 00 097 00 00 
1. 034 00 00 077 00 00 035 00 00 078 00 00 2. 046 00 00 093 00 00 048 00 00 094 00 00 
2. 034 00 00 076 00 00 035 00 00 077 00 00 Node 143 

Node 90 I. 048 00 00 089 00 00 048 45 00 093 00 00 
I 035 00 00 079 00 00 036 00 00 080 00 00 2. 048 00 00 087 45 00 048 52 30 089 00 00 

Node 91 3. 048 00 00 087 30 00 048 45 00 087 45 00 
1. 035 00 00 078 00 00 036 00 00 079 00 00 4. 048 00 00 087 00 00 048 37 30 087 30 00 

Node 92 5. 046 00 00 087 00 00 048 00 00 093 00 00 
l. 035 00 00 077 00 00 036 00 00 078 00 00 Node 144 

Node 93 I. 044 00 00 092 00 00 046 00 00 094 00 00 
I. 035 00 00 075 00 00 036 00 00 077 00 00 Node 145 

Node 94 1. 044 00 00 087 00 00 046 00 00 092 00 00 
1. 036 00 00 082 00 00 039 00 00 083 00 00 Node 146 
2. 036 00 00 083 00 00 039 00 00 085 00 00 I. 042 00 00 083 00 00 044 00 00 087 00 00 

"lode JOO 2. 042 30 00 082 22 30 044 00 00 083 00 00 
1. 038 00 00 078 00 00 039 00 00 079 00 00 3. 042 22 30 082 30 00 042 30 00 083 00 ()() 

2. 036 00 00 081 00 00 039 00 00 082 00 00 4. 1}42 15 00 082 45 00 042 22 30 083 00 00 
3. 037 00 00 079 00 00 039 00 00 081 00 00 Node 147 

Node 101 1. 044 00 00 086 00 00 046 00 00 087 00 00 

I. 036 00 00 079 00 00 037 00 00 081 00 00 2. 048 00 ()() 086 00 00 048 30 00 087 00 00 
Node 102 3. 044 00 00 085 30 00 048 15 00 086 00 00 

1. 036 00 00 078 00 00 038 00 00 079 ()() 00 4. 044 00 00 085 00 00 047 52 30 085 30 00 

2. 037 00 00 077 00 00 038 00 00 078 00 00 5. 044 00 00 084 45 00 047 45 00 085 [)() 00 

Node 103 6. 044 00 00 084 30 00 047 15 00 084 45 00 

I. 038 00 00 077 00 00 039 00 00 078 00 00 7. 044 00 00 084 15 00 047 00 00 084 30 00 

Node 105 8. 044 00 00 084 00 00 046 37 30 084 15 00 

I 038 00 00 074 00 00 039 00 00 075 00 00 9. 044 00 00 083 15 00 046 15 00 084 00 00 

2. 037 00 00 075 00 00 039 00 00 076 00 00 JO. 044 00 00 083 00 00 046 00 00 083 15 00 

Node 106 II 044 00 00 082 30 00 045 52 30 083 00 00 

\. 036 00 00 075 00 00 037 00 00 078 00 00 12. 044 00 00 082 00 00 045 00 00 082 30 00 

Node 108 13. 046 00 00 086 00 00 048 00 00 087 00 00 

1. 037 00 00 076 00 00 038 00 00 077 00 00 Node 154 
Node 109 I. 039 00 00 081 0000 042 00 00 082 00 00 

1. 038 00 00 076 00 00 039 00 00 077 00 00 Node 155 
Node 118 I. 039 00 00 079 00 00 042 00 00 081 00 00 

I. 039 00 00 097 00 00 042 00 00 IOI 00 00 Node 156 
Node 119 I. 040 00 00 077 00 00 042 00 00 079 00 00 

]_ 042 00 00 095 00 00 044 00 00 IOI 00 00 2. 039 00 00 077 00 00 040 00 00 079 00 00 

Node 122 Node 158 

1. 039 00 00 094 00 00 042 00 00 097 00 00 I. 039 00 00 076 00 00 040 00 00 077 00 00 

\lode 123 Node 159 
!. 042 00 00 091 0000 044 00 00 095 00 00 I. 039 00 00 075 00 00 04-0 00 00 076 00 00 

Node 124 2. 039 00 00 074 00 00 040 00 00 075 00 00 

I. 039 00 00 090 00 00 042 00 00 094 00 00 Node 164 
Node 125 I. 040 00 00 075 00 00 042 00 00 077 00 00 

I. 039 00 00 088 00 00 042 00 00 090 00 00 2. 041 00 00 073 00 00 042 00 00 074 00 00 

Node 128 3. 041 00 00 074 00 00 042 00 00 075 00 00 

I. 039 00 00 087 00 00 042 00 00 088 00 00 Node 165 
2. 041 00 00 086 00 00 042 00 00 087 00 00 l. 040 00 00 074 00 00 041 00 00 075 00 00 

Node 129 Node 166 
I. 042 00 00 087 00 00 044 00 00 091 00 00 I. 040 00 00 073 00 00 041 00 00 074 00 00 

~ode 130 Node 168 
l. 039 00 00 084 00 00 040 00 00 087 00 00 I. 041 00 00 071 00 00 042 00 00 072 00 00 

2. 041 00 00 085 00 00 042 00 00 086 00 00 Node 169 
3. 040 00 00 085 00 00 041 00 00 087 00 00 I. 041 00 00 070 00 00 042 00 00 071 00 00 

Node 131 2. 041 00 00 069 00 00 042 00 00 070 00 00 

I 039 00 00 082 00 00 041 52 30 083 00 00 Node 170 
2. 04! 52 30 082 37 30 042 00 00 083 00 00 1. 040 00 00 072 00 00 041 00 00 073 00 00 

3. 039 00 00 083 00 00 041 00 00 084 00 00 Node 171 
4. 041 00 00 083 00 00 042 00 00 085 00 00 I. 041 00 00 072 00 00 042 00 00 073 00 00 

5. 040 00 00 084 00 00 041 00 00 085 00 00 Node 177 
Node 136 I. 042 00 00 076 45 00 043 45 00 077 00 00 

I. 044 00 00 097 00 00 048 00 00 101 00 00 2. 042 00 00 076 30 00 044 07 30 076 45 00 

Node 137 3 042 00 00 076 07 30 044 22 30 076 30 00 

I 048 00 00 099 30 00 049 15 00 101 00 00 4. 042 00 00 076 00 00 044 30 00 076 07 30 

2 048 00 00 098 00 00 049 22 30 099 30 00 s. 042 00 00 075 30 00 044 52 30 076 00 00 

3, 048 00 00 097 37 30 049 15 00 098 00 00 6. 042 ()() 00 075 00 00 045 07 30 075 30 00 

4. 048 00 00 096 00 00 049 07 30 097 37 30 7. 042 00 00 074 45 00 045 15 00 075 00 00 

5 048 00 00 094 30 00 049 30 00 096 00 00 8. 042 00 00 074 30 00 045 22 30 074 45 00 

6. 048 00 00 094 00 00 049 00 00 094 30 00 9. 044 00 00 074 00 00 045 07 30 074 30 00 

7 048 00 00 093 00 00 048 45 00 094 00 00 10 042 00 00 074 00 00 044 00 00 074 30 00 
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TABLE 18.l.-Lowest level Helmert block definition areas (continued) 

Node 178 Node 208 
I. 042 00 00 080 00 00 042 JO 00 081 00 00 I. 035 00 00 1190000 036 00 00 121 00 00 
2. 042 00 00 079 07 30 042 45 00 080 00 00 2. 035 00 00 121 0000 036 00 00 122 00 00 
3. 042 00 00 078 00 00 043 30 00 079 07 30 3. 035 00 00 1170000 036 00 00 1190000 

Node 179 Node 209 
I. 042 00 00 077 00 00 043 45 00 078 00 00 I. 036 00 00 1190000 037 00 00 121 00 00 

Node 182 2. 036 00 00 121 00 00 037 00 00 1220000 
I. 042 00 00 072 00 00 044 00 00 074 00 00 3. 036 00 00 1220000 037 00 00 123 00 00 
2. 043 00 00 071 37 30 044 00 00 072 00 00 4. 036 00 00 1!70000 037 00 00 1190000 
3. 043 ()() 00 071 0000 044 00 00 071 37 30 Node 212 

Node 183 I. 037 00 00 1190000 039 00 00 121 00 00 
I. 042 00 00 07! 37 30 043 00 00 072 00 00 2. 037 00 00 1170000 039 00 00 1190000 
2. 042 00 00 07! 0000 043 00 00 071 37 30 3. 039 00 00 1170000 040 00 00 1190000 

Node 184 Node 213 
1. 042 00 00 070 4.5 00 043 00 00 071 00 00 1. 040 00 00 1140000 042 00 ()() 1170000 
2. 042 00 00 070 30 00 043 00 00 070 45 00 2. 037 00 00 1140000 039 00 00 1170000 
3. 042 00 00 070 22 30 043 00 00 070 30 00 3. 039 00 00 1140000 040 00 00 1!70000 
4. 042 00 00 070 00 00 043 00 00 070 22 30 Node 216 

Node 185 I 037 00 00 121 00 00 038 00 00 1220000 
1. 043 00 00 068 00 00 044 00 00 070 00 00 2. 037 00 00 1220000 038 00 00 1230000 
2 043 00 00 070 45 00 044 00 00 071 00 00 3. 037 00 00 1230000 038 00 00 1240000 
3. 043 00 00 070 30 00 044 00 00 070 45 00 Node 217 
4. 043 00 00 070 22 30 044 00 00 070 30 00 1. 038 00 00 121 00 00 039 00 ()() 1220000 
5. 043 00 00 070 00 00 044 00 00 070 22 30 2. 038 00 00 1220000 039 00 00 123 00 00 

?\lode 188 3. 038 00 00 123 00 00 039 00 00 124 00 00 
I. 044 ()() 00 071 37 30 045 07 30 074 00 00 Node 218 
2. 044 00 00 071 0000 045 30 00 071 37 30 I. 039 00 00 !220000 041 00 00 123 00 00 
3. 045 00 00 070 45 00 045 30 00 071 0000 2. 039 00 00 1230000 041 00 00 1240000 
4. 045 00 00 070 30 00 045 45 00 070 45 00 3. 039 00 00 1240000 041 00 00 125 00 00 
5 045 00 00 070 22 30 046 00 00 070 30 00 Node 219 
6. 045 00 00 070 00 00 046 00 00 070 22 30 1. 039 00 00 121 00 00 041 00 00 122 00 00 
7. 045 00 00 069 30 00 046 00 00 070 00 00 2. 040 00 00 1170000 041 00 00 1190000 
8. 045 00 00 069 00 00 046 00 00 069 30 00 3. 039 00 00 1190000 041 0000 121 00 00 

Node 189 Node 224 
1. 046 30 00 070 22 30 047 00 00 070 30 00 

l. 035 00 00 I! I 00 00 036 00 00 1140000 
2. 046 00 00 070 00 00 047 00 00 070 22 30 2 036 00 00 111 00 00 038 00 00 1140000 
3. 046 00 00 069 30 00 047 15 00 070 00 00 3 026 00 00 1130000 031 0000 1140000 
4. 046 00 00 069 00 00 047 37 30 069 30 00 4. 031 0000 1130000 032 00 00 1140000 
5. 046 00 00 067 30 00 047 30 00 069 00 00 

5 032 00 00 1130000 035 00 00 1140000 
Node 190 6. 034 00 00 Ill 00 00 035 00 00 1130000 

1. 044 00 00 070 45 00 045 00 00 071 00 00 
Node 225 

2 044 00 00 070 30 00 04.5 00 00 070 45 00 
1. 026 00 00 111 00 00 031 0000 1130000 

3. 044 00 00 070 22 30 045 00 00 070 30 00 
4. 044 00 00 070 00 00 045 00 00 070 22 30 2. 022 30 00 111 00 00 026 00 00 1123000 

5. 044 00 00 069 30 00 045 00 00 070 00 00 3. 031 00 00 111 00 00 032 00 00 1130000 

6. 044 00 00 069 00 00 045 00 00 069 30 00 4. 032 00 00 111 00 00 034 00 00 1130000 

7. 0440000 066 37 30 045 00 00 066 45 00 Node 228 

8. 044 00 00 067 30 00 045 00 00 069 00 00 I 026 00 00 106 00 00 031 0000 111 00 00 

9. 044 00 00 067 15 00 045 00 00 067 30 00 2. 022 30 00 106 00 00 026 00 00 11 J 00 00 

10. 044 00 00 067 00 00 04.5 00 00 067 1.5 00 3. 032 00 00 106 00 00 033 00 00 111 00 00 

11. 044 00 00 066 45 00 045 00 00 067 00 00 4. 031 00 00 1060000 032 00 00 111 00 00 

Node 191 Node 230 

1. 045 00 00 067 30 00 046 00 00 069 00 00 1. 033 00 00 \06 00 00 035 00 00 1 l l 00 00 

2. 045 ()() 00 0671500 045 45 00 067 30 00 Node 231 

3. 045 00 00 067 00 00 045 30 00 067 15 00 1. 033 00 00 101 00 00 036 00 00 106 00 00 

4. 045 00 00 066 45 00 045 15 00 067 00 00 Node 234 

Node 202 I. 040 00 00 111 00 00 043 00 00 !140000 

I. 032 00 00 1!70000 033 00 00 1190000 2. 038 00 00 11 I 00 00 039 00 00 1140000 

2. 033 00 00 1180000 034 00 00 1190000 3. 039 00 00 J 11 00 00 040 00 00 1140000 

3. 033 00 00 [[90000 034 00 00 1210000 Node 235 

Node 203 l. 039 00 00 1060000 040 00 00 I J 1 00 00 

I. 034 00 00 1190000 035 00 00 1210000 2. 037 00 00 106 00 00 039 00 00 1 l l ()() 00 

2. 034 00 00 1180000 035 00 00 1190000 Node 236 

"lode 204 I. 035 00 00 106 00 00 036 00 00 111 00 00 

1. 034 00 00 1170000 035 00 00 1180000 2. 036 00 00 1060000 037 00 00 111 00 00 

2. 033 00 00 1170000 034 00 00 1180000 Node 237 

Node 205 L 036 00 00 101 00 00 037 00 00 !06 00 00 

I 026 00 00 1140000 031 00 00 1160000 2. 037 00 00 101 00 00 039 00 00 106 00 00 

2. 031 00 00 1140000 032 00 00 1170000 Node 244 

3. 032 00 00 1140000 034 00 00 1170000 I. 042 00 00 1140000 043 00 ()() 1170000 

l'iode 207 2. 043 00 00 1140000 044 00 00 1170000 

I. 034 00 00 1140000 037 00 00 1170000 3. 044 00 00 1!40000 045 00 00 1170000 
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TABLE 18.1.-Lowest level Helmert block definition areas (continued) 

Node 245 Node 282 
1. 048 00 00 1163000 049 l 5 ()() 1170000 I. 025 00 00 101 00 00 029 00 00 106 00 00 
2. 048 00 00 1140000 049 22 30 116 30 00 2. 022 30 00 097 00 00 025 00 00 106 00 00 
3. 045 00 00 1140000 048 00 00 1170000 3. 019 00 00 096 00 00 022 30 00 103 00 00 

Node 246 4 015 45 00 095 00 00 0190000 102 30 00 
L 048 00 00 1120000 049 15 00 1140000 5. 0!4 00 00 091 00 00 0190000 095 00 00 
2. 043 00 00 111 00 00 044 00 00 1!40000 6. 013 00 00 087 00 00 019 00 00 091 00 00 
3. 048 00 00 111 00 00 049 22 30 1!20000 7. 012 00 00 083 00 00 018 00 00 087 00 00 

4. 044 00 00 111 00 00 048 00 00 1140000 8. 008 00 00 082 00 00 012 00 00 087 00 00 

'l"ode 247 9. 007 00 00 075 00 00 O!O 00 00 082 00 00 

I. 040 00 00 106 00 00 044 00 00 Ill 00 00 10 018 00 00 081 0000 023 30 00 085 00 ()() 

Node 250 11. 0180000 076 00 00 023 00 00 081 00 00 

I 039 00 00 JOI 00 00 042 00 00 1040000 12. 018 00 00 068 00 00 021 00 00 076 00 00 

2. 039 00 00 104 00 00 041 00 00 1060000 Node 283 
Node 251 L 0173000 064 30 00 018 45 00 068 00 00 

1. 042 00 00 101 00 00 044 00 00 106 00 00 Node 292 

2. 044 00 00 101 00 00 045 00 00 106 00 00 I. 060 30 00 1580000 063 00 00 173 00 00 

3. 041 00 ()() 104 00 00 042 00 00 106 00 00 2. 058 15 00 1560000 059 00 00 1630000 

Node 252 3. 059 00 00 1530000 060 30 00 !730000 

I. 048 00 00 107 00 00 049 22 30 11 I 00 00 4. 060 30 00 153 00 00 063 00 00 1580000 

2. 044 00 00 106 00 00 045 00 00 11 l 00 00 ~ode 298 

3. 045 00 00 1060000 048 00 00 111 00 00 I. 051 00 00 1750000 052 00 00 1830000 

4. 048 00 00 1060000 0491500 107 00 00 2. 052 00 00 1700000 053 00 00 1880000 

'Jode 253 Node 299 

l. 045 00 00 101 00 00 048 00 00 106 00 00 I. 053 00 00 166 00 00 054 00 00 170 00 00 

2. 048 00 00 101 00 00 049 15 00 106 00 00 2. 052 00 00 1680000 053 00 00 170 00 00 

Node 257 3. 058 15 00 1630000 059 00 00 17! 0000 

I. 048 00 00 1170000 049 15 00 121 00 00 4 057 00 00 163 00 00 058 00 00 171 0000 

2. 047 00 00 1170000 048 00 00 121 00 00 5. 056 00 00 163 00 00 057 00 00 1710000 

Node 258 6 055 00 00 1630000 056 00 00 164 00 00 

l. 048 00 00 1210000 049 15 00 122 00 00 7 054 00 00 1630000 055 00 00 1670000 

2. 047 00 00 121 00 00 048 00 00 122 ()() 00 8. 058 00 00 1630000 058 15 00 1710000 

3. 044 00 00 121 0000 047 00 00 122 00 00 Node 300 

Node 260 
I 055 00 ()() 1560000 056 00 00 163 00 00 

I 041 00 00 1190000 044 00 00 121 00 00 
2. 054 00 00 1590000 055 ()() ()() 1630000 

2 041 0000 1210000 044 00 00 122 00 00 
3. 058 00 00 1560000 058 15 00 163 00 00 

3. 041 00 00 1170000 042 00 00 1190000 4. 057 00 00 1560000 058 00 00 1630000 

4. 043 00 00 1170000 044 00 00 119 00 00 
5. 056 00 00 1560000 057 00 00 1630000 

5. 042 00 DO 1170000 043 00 00 1190000 
Node 301 

6. 044 00 00 1170000 045 00 00 121 00 00 
I 057 00 00 !520000 058 00 00 1560000 

Node 261 
2. 056 DO 00 1530000 057 00 00 1560000 

I. 045 00 00 1170000 047 00 00 121 00 00 
l 058 00 00 151 0000 059 00 ()() 156 00 ()() 

Node 302 
Node 266 1. 063 00 00 1580000 066 15 00 172 ()() 00 

I 041 0000 1220000 044 00 00 123 00 00 2. 063 00 00 1540000 066 15 00 1580000 
2. 041 00 00 123 00 00 044 00 00 1240000 3. 066 !5 00 163 00 00 066 45 00 1720000 
3. 041 00 00 124 00 00 043 00 00 125 00 00 Node 303 

Node 267 1.0661500 1580000 067 00 00 !630000 
1. 043 00 00 1240000 044 00 00 125 00 00 2 067 00 00 1580000 069 00 00 1670000 
2. 044 00 00 1220000 045 00 00 125 00 00 3. 069 00 00 1580000 071 00 00 164 00 00 

Node 269 4. 071 00 00 1540000 072 00 00 158 00 00 
1. 045 00 00 1220000 046 00 00 1230000 5. 066 15 00 1540000 071 00 00 158 00 00 

Node 272 6. 066 45 00 1630000 067 00 00 1720000 
J. 046 00 00 122 DO 00 047 00 00 1240000 Sode 306 

Node 273 I 063 00 00 150 00 00 063 30 00 1530000 
l. 047 00 00 122 00 00 047 30 00 123 00 00 2. 063 30 00 140 37 30 066 15 00 1530000 

Node 274 3. 063 OD 00 1530000 066 15 00 1540000 
1. 047 30 00 1220000 048 00 00 123 00 00 Node 307 

Sode 275 1.0661500 140 37 30 071 ()() 00 1530000 
l. 048 00 00 !23 45 00 048 30 00 124 00 00 2. 071 00 00 1520000 072 ()() 00 154 ()() 00 
2. 048 00 00 122 00 00 049 07 30 123 45 00 3. 066 15 00 153 00 00 071 00 00 154 00 00 

Node 277 Node 309 
I 031 0000 086 00 00 032 (){) 00 090 00 00 1. 056 00 00 129 45 00 0561500 !360000 
2. 032 00 00 086 00 00 034 00 00 090 00 00 2. 056 15 00 130 15 00 056 37 30 1360000 

Node 278 3. 056 37 30 131 15 00 057 00 00 1370000 
1. 029 00 00 088 00 00 030 00 00 09 J ()() 00 Node 310 
2. 028 00 00 088 00 00 029 00 00 091 00 00 1. 057 00 00 131 15 00 051 30 00 1370000 

Node 279 2. 057 30 00 132 15 00 057 45 00 1370000 
!. 030 00 00 087 00 00 031 0000 088 00 00 3. 057 45 00 1323000 058 00 00 137 00 00 
2. 030 00 00 088 00 00 031 0000 090 00 00 Node 311 

Node 281 I. 058 00 00 132 45 00 0581500 139 00 00 
I 031 ODDO IOI 00 00 032 00 00 106 00 00 2. 058 15 00 133 00 00 058 30 00 139 00 00 
2 029 00 00 IOI 00 00 03! 0000 1060000 3. 058 30 00 133 15 00 059 00 00 1390000 
3. 032 00 00 101 00 00 033 00 00 1060000 4. 059 00 00 134 00 00 059 07 30 !390000 
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TABLE 18.1.-Lowest level Helmert block 
definition areas (continued) 

"Jode 311 (continued) 
5 059 07 30 
6. 059 15 ()() 
7. 059 22 30 
8. 059 30 00 
9. 059 45 00 

JO. 059 22 30 
11 059 37 30 
12. 0600000 

Node 312 
1. 060 30 00 
2. 059 00 00 

Node 313 
L 059 00 00 
2. 060 30 00 

Node 314 
L 059 00 00 
2. 060 30 00 

Node 315 
I. 061 15 00 
2. 061 15 00 

Node 316 
I. 047 00 00 
2. 048 00 00 
3. 048 00 00 
4. 046 00 00 
5. 047 00 00 
6. 045 00 00 

Node 317 
I. 054 00 00 
2. 054 22 30 
3. 048 07 30 
4. 054 45 00 

Node 318 
1. 027 00 00 

Node 320 
I 028 00 00 

Node 321 
1. 028 30 00 

1340000 
1343000 
1343000 
134 45 00 
135 15 00 
137 45 00 
138 15 00 
138 45 00 

150 00 00 
150 00 00 

147 00 00 
147 00 00 

1390000 
140 37 30 

140 37 30 
1470000 

1250000 
1240000 
126 00 00 
124 00 00 
123 00 00 
1230000 

131 00 00 
130 00 00 
1340000 
1294500 

080 00 00 

080 00 00 

080 00 00 

059 15 00 
059 22 30 
059 30 00 
059 45 00 
059 52 30 
059 37 30 
060 00 00 
060 30 00 

063 00 00 
060 30 00 

060 30 00 
0611500 

060 30 00 
0611500 

063 30 00 
063 30 00 

048 00 00 
048 45 00 
048 07 30 
048 00 00 
048 00 00 
046 00 00 

054 22 30 
054 45 00 
054 07 30 
056 00 00 

028 00 00 

028 30 00 

029 00 00 

139 00 00 
139 00 00 
136 45 00 
136 45 00 
136 15 00 
1390000 
139 00 00 
1390000 

153 00 00 
153 00 00 

1500000 
1500000 

147 00 00 
1470000 

147 00 00 
1500000 

1260000 
1260000 
134 07 30 
125 00 00 
124 00 00 
125 00 00 

1340000 
134 00 00 
134 07 30 
1360000 

081 0000 

081 00 00 

081 00 00 

One very important aspect of strategy development 
involved defining the boundary line between the Unit­
ed States and Canada. This included the boundary 
between Alaska and Canada as well as between the 
contiguous United States and Canada. Not only had 
control stations been placed right on the boundary by 
the International Boundary Commission but major arcs 
of triangulation overlapped the political boundary. This 
meant that a large number of junction stations would 
be created if the Helmert blocks were divided along 
the political boundary. The solution involved moving 
the Helmert block boundary north of the political 
boundary (fig. 18.4), so that the border surveys were 
all included in the U.S. block. This "geodetic bound­
ary" had been defined by the Geodetic Survey of 
Canada in 1978. 

The combination of Helmert blocks within the Unit­
ed States was designed from the top down. The first 
division was made along a path that was roughly the 
shortest line dividing the country in half. (See red line 
in fig. 18.5.) This action was taken because the last 
combination in the strategy was assumed to contain 
the largest number of unknowns and would take the 
longest time to solve. As it turned out, the largest set 
of unknowns was found in the next subdivision of the 
eastern half of the country. (See orange line in fig. 
18.5.) Concern was expressed that these higher level 
blocks might be too large to process with the computer 
and software available at the time. Figure 18.5 graphi­
cally displays the successive divisions level by level. 

The tree resulting from this strategy lacks perfect 
balance. The most common number of levels is 7, but 
some dense areas on the east and west coasts contain 
10. A major variation occurs in Alaska, where a strat­
egy with six levels is used. This strategy is connected 
to a seventh-level block in Washington State. The 
strategy used for Alaska had been developed in 1984 
for an earlier test of the Helmert blocking programs. 
The decision makers decided to keep this strategy 
intact for the final network adjustment. The trees 
depicted graphically in figures 18.6 through 18.10 re­
flect this combined strategy. 

Table 18.2 contains statistics for the number of 
unknowns and the number of observations in each 
block. The number of inside stations for each lowest 
level block is also shown. The largest block in terms of 
numbers of unknowns is block 3, formed by combining 
block 4 (southeast United States, with 3,209 junction 
unknowns) and block 5 (northeast United States, with 
3,658 junction unknowns). In the combination 2,359 
unknowns were common to both blocks, leaving 4,498 
unique unknowns in block 3. 

18.3 CREATION OF THE APF 

The Adjustment Project File (APF) was created and 
initialized. This file contained information pertinent to 
the administration of the project, a representation of 
the strategy and on the state of the adjustment, and 
locations of the disk and tape files used by the adjust­
ment programs. 

A Project Log File was also created and initialized. 
This log file recorded messages from all computational 
parts of the adjustment. By the completion of the 
adjustment, the log file contained more than 6,000 
entries. 

Other decisions were made at this time concerning 
the retrieval and processing of data. These retrieval 
and processing options were also stored in the APF, so 
that all data base retrievals would be executed with 
the same set of options. For example, it was necessary 
to decide which source of astronomic positions, deflec­
tions, and geoid heights would be used. A decision was 
made to use the actual astronomic observations where 
they existed and the gravimetrically predicted deflec­
tions elsewhere. The crustal motion model required a 
reference epoch from which to calculate corrections to 
the observations. The date of December 31, 1983, was 
selected. 

Another question requiring resolution was whether 
to retrieve a complete copy of the horizontal observa­
tions from the data base, including observations to 
reference marks and unrecognized stations. The other 
option would have been to retrieve only those observa­
tions which would be used in the adjustment. Although 
there was no immediate need for the extra observa­
tions, concerns were expressed about analyzing and 
publishing the data later as well as a proposed change 
of data base computer. Therefore, the question was 
resolved by retrieving all horizontal observations into 
the NAD 83 RESTART files. 
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Figure 18.4. United States-Canada geodetic boundary. 
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Figure 18.6. Helmert blocking strategy showing highest level terrestrial tree. 
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Figure 18.10. Helmert blocking strategy for northeastern United States. 
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TABLE 18.2.-NAD 83 Helmert block stations and unknowns 

Cumulative Cumulative 

Block Interior Junction interior Cumulative Inside Block Interior Junction interior Cumulative Inside 

~o. unknowns unknown; unknowns observations stations No. unknowns unknowns unknowns observations stations 

I 1242 2168 894923 1720008 0 70 741 742 10936 22431 0 

2 1576 2529 343633 698474 0 71 4046 1018 4046 8315 1476 
3 2356 2142 550048 1021534 0 72 4901 830 4901 11155 1625 

4 728 3209 315332 582234 0 73 5294 914 5294 11276 1752 

5 172 3658 232360 439300 0 74 188 2000 52110 76045 0 

6 1296 2551 131393 260347 0 75 645 2532 53138 94417 0 

7 776 2132 !83211 321887 0 76 705 1358 18629 29936 0 

8 370 2898 65777 134279 0 77 446 1049 31293 46109 0 

9 320 2249 64320 126068 0 78 4177 !371 4177 9628 1488 

JO 438 1813 39622 81360 0 79 729 933 13747 20308 0 

II 506 1862 25785 52919 0 80 3630 1234 3630 7381 1457 

12 322 1399 22064 45582 0 81 600 841 9388 12927 0 

13 714 1305 17120 35778 0 82 4174 845 4174 6490 1482 

14 805 758 12068 24369 0 83 4614 699 4614 6437 160! 

15 1066 1309 9656 21215 0 " 551 801 10624 17159 0 

16 5045 448 5045 9932 1593 85 126 1153 20223 28950 0 

17 6236 1309 6236 14437 1921 86 4473 5244 4473 7071 1557 

18 4321 1065 4321 10206 1422 87 5600 674 5600 10088 1942 

19 4269 1482 4269 11009 1389 88 616 607 11843 15481 0 

20 1301 1078 12624 26682 0 89 592 807 8254 13469 0 

21 3782 1160 3482 9096 l 196 90 4431 667 4431 6149 1506 

22 4922 1283 4922 12314 1497 91 6796 758 6796 9332 2296 

23 6401 1324 6401 14368 1819 92 4045 6]1 4045 6320 1424 

24 1798 1432 12541 26720 0 93 3617 939 3617 7149 1377 

25 1544 1468 12738 26!99 0 94 5941 1093 5941 11074 1801 

26 5192 1591 5192 12665 1581 95 622 2285 46552 83343 0 

27 5551 2057 5551 14055 1853 96 398 1974 22803 40050 0 

28 572! 1620 5721 12956 1798 97 796 1655 23127 43296 0 

29 5473 1708 5473 13243 1715 98 1163 1256 10883 18548 0 

30 772 1684 38879 77455 0 99 1168 1562 11522 21502 0 

31 ll6 1232 25121 48613 0 JOO 4735 1850 4735 11298 1580 

12 212 1993 21915 45472 0 JOI 4985 711 4985 7253 1715 

]] 629 1249 38879 77455 0 102 5324 1074 5324 9410 1821 

34 ! 114 1419 10193 20822 0 103 5030 1738 5030 12092 1704 

35 1095 1009 11510 24650 0 I04 867 1909 17619 33416 0 

36 3428 1309 3428 7962 1350 I05 4712 978 4712 9877 1550 

37 565! 1445 5651 12860 1848 I06 5444 1387 5444 11292 !950 

38 6032 1204 6032 13761 1881 107 1074 1808 11308 22124 0 

19 4383 1135 4383 10889 1411 108 3973 1123 3973 8429 1539 

40 1503 984 11899 23656 0 109 6261 1898 6261 13695 2246 

41 1026 906 12906 24957 0 110 826 2144 !05865 !95186 0 

42 5022 l l 76 5022 J 1106 1590 111 1246 1876 126323 244114 0 
43 5374 1738 5374 12550 J 792 112 572 2405 56144 106599 0 

44 6448 1222 6448 13911 1962 113 516 1407 48895 88587 0 

45 5432 918 5432 11046 1614 114 474 2664 33438 65596 0 

46 392 1213 78183 151425 0 115 228 1242 22134 41003 0 

47 1004 250 104252 170462 0 116 979 1203 12120 25436 0 

48 296 576 47097 93417 0 117 220 2106 20844 40160 0 

49 610 1427 30694 58008 0 118 5739 1217 5739 13287 1690 

50 6155 634 6155 12604 1814 119 5402 1061 5402 12149 1655 

51 186 319 40646 80813 0 120 835 1537 10980 21301 0 

52 250 197 29961 61482 0 121 972 1031 9644 18859 0 

53 669 497 10499 19331 0 122 5135 1416 5135 I 1463 1688 

54 4677 804 4677 8979 1590 123 5010 1006 5010 9838 1763 

55 5153 553 5153 10352 1795 124 4167 1062 4167 9172 1371 

56 529 393 21270 40972 0 125 4505 1194 4505 9687 1620 

57 251 307 8441 20510 0 126 979 1035 11132 20967 0 

58 363 481 15752 33899 0 127 1243 675 10774 20036 0 

59 3989 766 3989 7073 1371 128 4288 1198 4288 9161 1494 

60 693 214 11592 24843 0 129 5865 1063 5865 J 1806 1924 

61 4797 737 4797 9056 1687 130 4935 1174 4935 9988 1651 

62 5896 380 5896 1283 l 1961 131 4596 1081 4596 1004!! 1538 

63 5003 743 5003 12012 1647 1]2 524 1267 22392 41326 0 

64 677 1466 25543 48500 0 133 162 1185 25987 47261 0 

65 4521 891 4521 9508 1706 134 113 1166 l ! 181 21782 0 

66 452 1108 20035 38571 0 135 942 1172 10687 19544 0 

67 4831 1303 4831 9929 1883 1]6 5532 1403 5532 12259 1647 

68 607 956 15589 30746 0 137 4536 1050 4536 9523 !488 

69 3994 804 3994 7825 158! 1]8 4198 1106 4198 8243 1607 
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TABLE 18.2.-NAD 83 Helmert block stations and unknowns (continued) 

Cumulative Cumulative 
Block Interior Junction interior Cumulative Inside Block Interior Junction interior Cumulative Inside 

No unknowns unknowns unknowns observations stations No. unknowns unknowns unknowns observations stations 

139 5547 1218 5547 11301 1849 208 5823 1516 5823 16813 1542 

140 716 1126 16193 28887 0 209 3969 1680 3969 12533 1265 

141 408 387 9632 18374 0 210 188 1307 22484 47051 0 

142 702 1762 10289 18155 0 211 1385 1405 10! 12 22144 0 

143 5188 1060 5!88 10732 1668 212 4606 1647 4606 I 1482 1484 

144 4903 873 4903 9602 1836 213 4121 1283 4121 10662 !202 

145 4984 1014 4684 8553 !595 214 1995 617 12784 27298 0 

146 4725 446 4725 9167 1583 215 1253 1111 9512 19753 0 

147 4499 458 4499 9207 1403 216 6345 1528 6345 15719 1784 

148 644 2692 67128 134023 0 217 4444 1587 4444 11579 1568 

149 696 1689 57949 110091 0 218 3872 885 3872 9490 1163 

150 234 2314 26150 52078 0 219 4387 1671 4387 10263 1497 

151 368 1673 40334 81945 0 220 406 2229 49599 105043 0 

152 1084 727 10103 19476 0 221 280 2508 23541 51281 0 

153 1005 2082 !5813 32602 0 222 1477 1135 12368 26690 0 

154 3882 752 3882 8213 1371 223 502 1951 36825 78353 0 

155 5137 1307 5137 11263 1656 224 4879 1762 4879 12467 1533 

156 5413 2073 5413 13231 1805 225 60!2 1117 6012 14223 1481 

157 1129 1256 9395 19371 0 226 1054 1311 24794 51922 0 

158 4199 1583 4199 10550 1493 227 1627 !677 11529 26431 0 

159 4067 1045 4067 882! 1529 228 6515 1717 6515 17600 1885 

160 1248 1363 29698 60555 0 229 419 868 17225 34322 0 

161 973 1070 10268 21390 0 230 4419 1894 4419 13902 1282 

162 1569 2097 13400 27637 0 231 5483 1564 5483 12529 1674 

163 789 1780 15050 32918 0 232 1451 1492 11501 27605 0 

164 7128 2360 7128 16821 2568 233 1229 1631 11760 23676 0 

165 4703 1499 4703 10816 1994 234 5554 1645 5554 15801 1723 

166 4884 1877 4884 13209 1971 235 4496 1458 4496 11804 1442 

167 1070 882 937 19709 0 236 4642 1467 4642 10775 1471 

168 5514 1411 5514 13440 2020 237 5889 1467 5889 12901 1830 

169 3781 906 3781 7950 1583 238 1012 1729 139780 261718 0 

170 975 758 975 3465 402 239 684 2366 47409 100369 0 

171 7332 1490 7332 16244 2754 240 354 2091 21785 47937 0 

172 156 2144 35891 71950 0 241 256 1671 24940 52432 0 

173 284 964 21362 38141 0 242 1336 1133 !0096 22419 0 

174 456 744 16335 31169 0 243 1280 1691 I 1335 25518 0 

175 1124 l 736 19400 40781 0 244 3758 1307 3758 9906 1099 

176 459 420 10078 18764 0 245 5002 1317 5002 12513 1586 

177 5801 884 5801 12405 1812 246 501 l 1529 5011 13264 1551 

178 4675 581 4675 9559 1589 247 5044 1524 5044 12254 1629 

179 4944 414 4944 9205 1516 248 !324 I 185 12260 26148 0 

180 1627 2084 9576 21553 0 249 969 1020 12424 26284 0 

181 1145 2028 8700 19228 0 250 5474 1235 5474 12995 1699 

182 4925 1629 4925 11746 1795 251 5462 1530 5462 13152 1704 

183 3024 2317 3024 9807 1370 252 5766 951 5766 13472 1639 

184 2989 2427 2989 937! 1580 253 5689 1153 5689 12812 1595 

185 4566 953 4566 9857 1759 254 1278 1866 118855 220915 0 

186 694 582 10936 19527 0 255 779 1920 19913 40803 0 

187 606 737 10142 18614 0 256 932 2068 14482 30279 0 

188 5351 1156 5351 10431 1854 257 4652 982 4652 10524 1437 

189 4891 489 4891 9096 1616 258 3006 1861 3006 8019 1231 

190 4013 1009 4013 9141 1547 259 150! 1363 10544 22260 0 

191 5523 520 5523 9473 1770 260 4057 1859 4057 10500 1374 

192 650 2709 154328 336387 0 261 4986 1181 4986 11760 1476 

193 540 2990 !87729 362087 0 262 254 2562 95184 175491 0 

194 464 1423 79494 180063 0 263 326 1887 22393 45424 0 

195 !044 2608 74184 156324 0 264 1494 694 9626 19478 0 

196 568 991 45802 110868 0 265 510 2410 85304 156013 0 

197 632 1415 33228 69195 0 266 4172 1288 4172 9738 1328 

198 590 801 27671 68304 0 267 3960 1379 3960 9740 1538 

199 730 1349 17563 42564 0 268 274 2078 78887 143657 0 

200 2245 893 13238 32626 0 269 5907 1012 5907 12356 2039 

201 1654 1139 13843 35678 0 270 1140 !793 9049 18995 0 

202 3907 1585 3907 9453 !428 271 1244 814 13018 26429 0 

203 7086 2006 7086 23173 1870 272 3299 1765 3299 8375 1484 

204 6242 1827 6242 19661 1761 273 4610 1248 4610 10620 1609 

205 5650 1176 5950 16017 1580 274 6584 1392 6584 14948 2180 

206 2049 837 11841 29346 0 275 5190 932 5190 1 !481 1663 

207 4992 1359 4992 13218 1478 276 941 858 9734 19397 0 
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TABLE 18.2.-NAD 83 Helmert block stations and unknowns (continued) 

Cumulative Cumulative 
Block Interior Junction interior Cumulative Inside Block Interior Junction interior Cumulative Inside 

No. unknowns unknowns unknowns observations stations No. unknowns unknowns unknowns observations stations 

277 5829 1248 5829 12586 1784 308 1050 1848 11277 219!5 0 
278 3690 973 3690 8349 1274 309 4616 795 4616 8585 1669 
279 5103 1006 5103 11048 1705 310 3434 462 3434 6377 1281 
280 185 230 11844 21914 0 311 4371 303 4371 7822 1518 
281 4962 1077 4962 12408 1426 312 2616 895 2616 5642 1019 
282 7044 292 7044 12188 2383 313 4407 1063 4407 9739 1627 
283 4615 133 4615 9726 1467 314 3965 594 3965 8054 1341 
284 44 472 29851 52473 0 315 2596 1091 2596 6892 936 
285 68 2162 48762 91184 0 316 3588 2241 3588 9201 1417 
286 180 196 16046 27432 0 317 6639 660 6639 12714 2277 
287 321 392 13761 25041 0 318 1435 417 1435 3945 438 
288 190 670 23921 46485 0 319 1672 241 6755 16565 0 
289 232 1636 24773 44699 0 320 3283 1181 3283 !0426 808 
290 208 219 7883 13704 0 321 1800 999 !HOO 6139 56-0 
291 227 340 7983 13728 0 
292 5745 Sil 5745 10595 1903 
293 466 378 7695 14446 0 
294 508 510 15765 30325 0 Another parameter to be stored in the APF was an 
295 611 567 7966 16160 0 
296 539 1750 16432 30500 0 indicator of whether to lock the information in the 
297 304 355 8109 14199 0 data base so no changes could be made while NAD 83 
298 4417 155 4417 7672 1559 was being computed. As it turned out, this feature of 
299 3258 366 3258 6032 1246 the data base was never implemented and this security 
3110 3366 389 3366 6035 1349 measure was handled procedurally. 301 4390 220 4390 7693 1553 
302 3423 615 3423 6779 1229 Precautions were taken to ensure that the coordi-
303 3806 346 3806 7667 893 nates of space system stations and the U.S.-Canadian 
304 928 712 7951 15379 0 boundary stations were properly identified as special 
305 745 834 7306 14946 0 junction points. Table 18.3 lists these special junction 
306 3234 807 3234 7768 1025 
307 4121 470 4121 8392 1215 points, which were stored in the APP. 

TABLE 18.3-Special junction points by QID/QSN 

I. 0130862210001 33. 0180974220001 65. 0280924140005 97. 0310893240005 129. 0330912110017 
2. 013089!220001 34. 0181554140006 66. 0280974440002 98. 0310893240006 !30. 0330951210003 
3. 0140832330001 35. 0190751140001 67. 0281001340007 99. 0311002220005 131. 0330983240001 
4. 0140873130001 36 0190812430001 68. 0290892120003 100. 0311024410001 132. 0330991330003 
5 0140892140005 37. 0191551130001 69. 0290952320004 101. 0311104340003 133. 0330993340001 
6. 0140901330002 38. 0191551430019 70. 0291014130001 102. 0311164130001 134. 0331001310001 
7. 0140903220001 39. 0191552410011 71. 0291041310002 103. 0320804120002 135. 0331012120001 
8 0140911120001 40. 0201553420003 72. 0291043140001 104. 032098!11000! 136. 0331014320004 
9. 0150833310001 41. 0201561310009 73. 0300814140014 105. 0320981210001 137. 0331031320001 

10 0150861210001 42. 02015613l0022 74. 0300814240001 106. 0320992120001 138. 0331033140001 
11. 0150903110001 43. 0211021410001 75. 0300834320005 107 0321001330001 139. 0331033330001 
12. 0150912410001 44. 0211024110002 76. 03008543!0001 108. 0321013110001 140. 0331041230001 
13. 016!694120001 45. 0211572210011 77. 0300864330017 109. 0321024440001 141. 0331062230004 
14. 0170644120008 46. 0211573130003 78. 0300921240002 110. 0321042120001 142. 0331062320006 
15. 0170644130029 47. 0211582120035 79. 0300934110001 11 I. 0321051!10002 143. 0331063120004 
16. 0170644210004 48. 0221593240036 80. 0300972420003 112. 0321052230002 144. 0331064210006 
17 0170644430001 49. 0231011110001 81. 0300973430002 113. 0321062330002 145. 0331103440005 
18. 0170891130002 50. 0231044440001 82. 0300973440001 Ll4. 032106243000! !46. 0331161330011 
19. 0170892230005 51. 0250801330033 83. 0301014430002 115 0321072140001 147. 0331161330013 
20. 0180643420012 52. 0250801410010 84. 0301033210007 116 0321092130004 148. 0331174230008 
21 0180643430031 53. 0250971440011 85. 0301034120002 117. 0321114210007 149. 0331181340010 
22. 0180652310002 54. 0250981430001 86. 0301034340005 118. 0321144210037 150. 0331181340016 
23. 0180652330007 55. 0251012110002 87. 0301034420004 119. 0321164320006 151. 0331181340017 
24. 0180652330008 56. 0251044120001 88 0301041110002 120. 0321164320009 152 0331181340019 
25 0!80653210013 57. 0251084430002 89. 0301041210001 121. 0321171130059 153. 0331193210014 
26. 0180653320007 58. 0270804110026 90. 0301041210005 122 0321171130060 154. 0340782230005 
27. 0180663220013 59. 0270824140005 91. 0301041210007 123. 0321171220053 155. 0340821220009 
28. 0180663220017 60. 0271012420001 92. 0301041240003 124 0321171310005 156 0340881130001 
29. 0180663220030 61. 0271043440001 93. 0301042330001 125. 0321171420023 151. 0340944430001 
30. 0180663220046 62. 027 I 072340001 94. 0301043140001 126 0321184110063 158. 0340951130001 
31. 0180672420001 63. 0271093130001 95. 0301112240001 127. 0330823330011 159. 0340952120002 
32. 0180882410002 64. 0280924140004 96 030115233000! 128 0330862330001 160. 0340973340001 
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TABLE 18.3-Special junction points by Q!D/QSN (continued) 

161 0340984330003 234 0370772220005 307. 040108223000! 380. 0420824320008 453. 044076323000! 

162 0340994310002 235. 0370782430001 308. 0401114340007 381. 0420832220006 454. 0440763310002 

163. 0341002320005 236. 0370861220003 309. 0401114440001 382. 0421041120002 455. 0440783220001 

164. 0341012120001 237. 0371092110001 310 0401132310003 383. 0421113310001 456. 0441002410007 

165. 0341014310002 238. 0371141340001 311. 0401134240002 384. 0421141330003 457. 0441081420002 

166. 0341023240004 239. 0371164130003 312. 0401141120002 385. 0421152220001 458. 0441212410003 

167 0341042410001 240. 0371221420149 313. 0401152140001 386 0421213320003 459. 0441234110004 

168. 034105121000! 241. 0371221430053 314. 0401233430002 387. 0430703240002 460. 0450662140001 

169. 0341052210002 242. 0371222340002 315. 0401234340003 388. 0430752340013 461. 0450663240001 

170 0341061440007 243. 0371222440002 316. 0410694430042 389. 0430763110002 462. 0450663410001 

171 034 I 092340001 244. 0371231110001 317. 0410742120004 390. 0430764110001 463. 0450672220035 

172. 0341143230002 245. 0380762310006 318. 0410762320001 391. 0430771110001 464. 0450674120001 

173. 0341173140002 246. 0380762320014 319. 0410774210001 392. 0430772210002 465. 0450701130002 

174. 0341173140004 247. 0380762430012 320. 0410801130002 393. 0430783210001 466. 0450701130003 

175. 0341174!30003 248. 0380764140002 321. 0410801130004 394. 0430783330024 467. 0450701420015 

176. 0341174330005 249. 0380771130029 322. 0410804110002 395. 0430783340004 468. 0450703 l I 0001 

177. 0341174330010 250. 0380771140088 323. 0410824130001 396. 0430791240001 469. 0450703130001 

178. 0341174420001 251. 0380771410029 324. 0410831120001 397. 0430792120022 470. 0450704110001 

179 0341182240010 252 0380771420016 325. 0410921430002 398. 0430792210010 471. 0450704210012 

180. 0341182240012 253 0380771420042 326. 0410954240003 399. 0430792210011 472. 04507042!0023 

181. 0341183120006 254. 0380772110026 327. 0410974220003 400 04307922l0124 473. 0450704230018 

182. 0341183230022 255. 0380772310007 328. 0411014210001 401. 0430792220003 474 0450704230021 

183. 0341183320018 256. 0380772420008 329. 0411043310015 402. 0430792220011 475. 0450704240001 

184. 0341183440008 257 03807741400!0 330. 0411074320001 403. 0430792220184 476. 0450704320001 

185. 0341204110003 258. 0380813120015 331. 0411181330001 404. 0430792230001 477. 0450704330001 

186. 0350751330007 259. 0380854230005 332. 0411241220004 405. 0430792230002 478. 0450704340001 

187 0350843340006 260. 0380881310003 333. 0420711330014 406. 0430792240001 479. 0450704410001 

188 0350973440001 261. 0381021420003 334. 0420711330018 407. 0430792320001 480. 0450704410002 

189. 0350974430009 262 0381051 120007 335. 0420713440002 408. 0430792320002 481. 0450704430001 

190. 0350992130007 263. 0381052410001 336. 0420733310020 409. 0430793210001 482. 0450711240001 

191. 0351002330002 264. 0381061220003 337. 0420754230001 410. 0430793310001 483. 0450711340001 

192 0351013320001 265. 0381063130001 338. 0420773330002 411 0430794220001 484 0450712110002 

193 035!023240002 266. 0381071220004 339. 0420784420002 412 0430794330001 485. 0450713130001 

194. 0351042220003 267. 0381072210001 340. 0420784420004 413. 0430822320002 486. 0450713220001 

195. 0351052420002 268 0381093140001 341. 0420791110003 414 0430822320003 487. 045071334000! 

196. 0351063230001 269. 0381101110009 342. 0420791110004 415. 0430822330002 488. 0450713430001 

197. 035 l 084120002 270. 0381124130001 343. 0420791110022 416. 0430822340001 489. 0450714130001 

198 0351093210001 271. 0381213240019 344. 0420791120001 417. 0430823220001 490. 0450722130001 

199. 035 ! 103230002 272_ 0381213430006 345. 0420791120002 418 0430844310006 491. 0450722210001 

200. 0351113240019 273. 0381213440004 346. 0420791210001 419. 0430884430001 492. 045072224000! 

201. 0351123430003 274. 0381222110005 347. 04207912 l 0002 420. 0430914110004 493. 0450722320013 

202. 0351142210012 275. 0381223320025 348. 0420791230001 421. 0430954440001 494 0450723130001 

203 0351142210013 276 0381223330017 349. 0420791420001 422. 0431242240001 495. 0450723230018 

204 0351163310010 277. 0390743240022 350 0420791420002 423. 0440662140001 496. 0450723410001 

205. 0351163430003 278. 0390763320022 351. 0420793120001 424. 044066441000! 497. 0450723430001 

206. 0351163430011 279. 0390763320041 352. 0420794120001 425. 0440664420001 498. 0450732130001 

207. 0351163440002 280. 0390763320063 353. 0420801220001 426. 0440664440044 499 0450732210001 

208 0351 I 63440007 281 0390763340007 354 0420802230006 427. 0440671120010 500. 0450732220030 

209. 0351163440008 282 0390772240055 355. 0420804230001 428. 0440694220001 50 !. 0450732310001 

210 0351163440009 283. 0390911220001 356 042082131000 l 429. 0440712140001 502. 0450732330027 

211. 0351171320002 284 0390943420003 357. 0420821320001 430. 0440724320001 503 0450733240001 

212. 0351172140002 285. 039098321000 I 358. 0420821320002 43!. 0440731110004 504. 0450733320009 

213. 0351174240011 286. 0391063440001 359. 0420821330001 432. 04407311200!1 505. 04507 33330005 

214. 0360841110004 287. 0391081140001 360. 0420821410001 433. 0440731410022 506. 0450733340001 

215. 0360914230003 288. 0391132430001 361 0420821430002 434 0440734240001 507. 0450734220001 

216 03609422100 l 1 289 0391143420008 362. 0420821440025 435. 0440751410001 508. 0450742130001 

217 0361012410007 290. 0391172140001 363. 0420821440026 436. 0440753220002 509. 0450742220001 

218. 0361044210003 291. 0391184430007 364 0420822140001 437. 04407 5 3440009 510. 0450742240001 

219. 0361122220001 292. 0391194230013 365. 0420822420001 438. 0440754110001 511. 0450742310001 

220. 0361164140002 293. 0391204440009 366. 0420823130002 439. 0440754240002 512. 0450742320001 

221 036 ! 173320003 294. 0391204440013 367 0420823230002 440. 0440761110001 513. 0450742320007 

222. 0361173440001 295 0391204440018 368. 0420823230004 441. 0440761210001 514. 0450742410001 

223. 0361204 ! 10006 296 0391221240001 369. 0420823240001 442 0440761210002 515. 045074243000 l 

224. 0361212220002 297. 0391231310004 370. 0420823310001 443. 044076134000 I 516. 0450742430002 

225 0361213240013 298. 0391231310005 371 042082333000! 444. 0440762120048 517. 0450743120001 

226. 036 ! 213420005 299. 0391232240019 372. 0420823330002 445 0440762140001 518. 0450743130001 

227. 0361213440019 JOO. 0391232240020 373. 0420823340001 446. 0440762340004 519. 0450743310001 

228. 0361214120014 301 0400761110002 374. 0420823420001 447. 0440762420001 520_ 0450743310002 

229. 0361214130001 302. 0400813230003 375. 0420823420005 448. 0440762430001 521. 0450743420001 

230. 0361214310029 303. 0400843210001 376. 0420823430006 449. 0440762440001 522. 0450744230001 

231 0361214330025 304. 0400853310001 377. 0420823430021 450. 0440763120001 523. 0450752210001 

232. 0361221140005 305. 0400891420002 378 0420824220002 45 I. 0440763120002 524 0450752210002 

233. 0370751440039 306 0400891420006 379. 0420824320007 452. 0440763140001 525. 0450752220001 
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526. 0450752340001 599 0461002320001 672. 0490941110001 745 0541302130001 818. 0601383210002 

527. 0450753220001 600. 04611311 !0008 673 0490953220001 746. 0541302420001 819. 0601383430001 

528. 0450753330001 601. 0470663440001 674 0490972230001 747. 0541303240001 820. 060 ! 383430002 

529 0450824410001 602 0470671240001 675. 0490972240001 748. 0541304330001 821 0601452440009 

530. 0450831410003 603. 0470671320001 676. 0490972310001 749. 0541313320002 822. 0601484430017 

531. 0451044110001 604. 0470672210001 677. 0490972420001 750. 0541321240003 823. 0601491110001 

532. 0451101320001 605. 0470673440001 678. 0490972430001 75 l. 0541644330004 824. 0601491120010 

533. 0451101340001 606. 0470681310001 679 0490973130001 752. 055129311000! 825. 0601492340012 

534. 0451111210002 607. 0470682410005 680 0490973220001 753. 0551293340002 826. 0601492420003 

535. 0451 J 3331 0002 608. 0470683140001 681. 0490973310001 754. 0551332410003 827. 0601511320009 

536. 0451164330002 609. 0470683210015 682. 0490993 ! 30002 755. 0551591140002 828. 0601521320001 

537. 0451233410022 610. 0470683440001 683. 0490993240001 756. 0551601440002 829. 0601543310001 

538. 0460671110001 611 0470684310001 684 0490993330001 757. 0551603110001 830. 0601551110001 

539 0460671110002 612. 0470684330001 685. 0490993430001 758 055!603120015 831. 0601614420014 

540. 0460671310001 613. 0470691230001 686. 0491023330001 759. 0551604230011 832. 0601642320002 

541 0460672220001 614. 0470691240001 687. 0491023410001 760. 0551604420002 833. 0611404110001 

542. 0460672410001 615. 0470691330001 688. 0491052310001 76 l. 0551604440002 834. 0611462310003 

543. 0460674110001 616. 0470692410001 689 0491052320001 762. 0551613340003 835. 0611481430003 

544. 0460674320001 617 0470692430010 690. 0491052440001 763. 0551614210003 836 0611484340001 

545. 0460694340003 618. 0470693120001 69 !. 0491053310001 764 055 ! 622220002 837. 0611492430004 

546. 0460701210007 619 0470693210008 692. 0491053410001 765. 0551622330006 838. 0611493120009 

547 0460701310001 620. 0470693240001 693. 0491073310001 766. 0551623210001 839. 0611493230003 

548. 0460701320001 621. 0470693240003 694. 0491073440001 767. 055 I 623240005 840. 0611493310034 

549. 0460701320002 622 0470693330001 695 0491101320001 768. 0561304240001 841. 0611493310036 

550. 0460701330001 623. 0470693420001 696. 0491102340002 769 056131424000 I 842. 0611493420011 

551. 0460701410001 624. 0470694230001 697. 0491104310001 770. 0561322440011 843. 0611493420018 

552 0460701430001 625. 0470694240001 698. 0491111420001 771. 0561354120003 844. 06 l 1502240006 

553. 0460702310014 626. 0470694430001 699. 049112314000! 772. 0561534310001 845. 0611523310001 

554. 0460702310030 627. 047070112000! 700. 0491123340002 773. 0561534420004 846. 0611533320001 

555. 0460702320044 628. 0470701320001 701. (1491132140001 774 0561541420007 847 0611552430001 

556. 0460702340001 629. 0470702230001 702. 0491132330001 775. 0561571340002 848. 0611571420001 

557. 0460702420007 630. 0470703240001 703. 0491162130001 776. 0561584110003 849. 0611651320001 

558 0460702440001 631 0470842330001 704 0491162330002 777. 0571521420034 850. 0621402330001 

559. 0460703110001 632. 0470843110001 705. 0491163120001 778. 0571524110008 851. 0621403130001 

560 0460703130001 633. 0470843220002 706. 0491163310001 779. 0571524140007 852. 0621403210001 

561. 0460703220001 634 0470883220015 707. 0491163420001 780. 0571531410001 853. 0621403310002 

562. 0460703320001 635. 0470912140001 708. 0491172340001 78 I. 0571533220003 854. 0621403320001 

563. 0460704120001 636. 0471084130002 709. 0491172430001 782. 0571534110002 855. 0621403410003 

564. 046070423000! 637 0471161310002 710. 0491173230003 783. 0571534140001 856 0621434410002 

565. 04607043 l 0001 638. 0471192310012 711. 0491173340002 784. 0571534330012 857. 0621444320001 

566. 0460704420001 639. 0471224220124 712. 0491173410002 785. 0571534430003 858. 0621462230002 

567. 0460711130001 640. 0480871410001 713. 0491193110001 786. 057154121000! 859 0621471410001 

568. 0460711230001 641. 0480871420001 714. 0491193130001 787. 0571541240002 860. 0621481210001 

569. 0460711430001 642. 0480874110001 715 0491193130002 788. 0571543120004 861. 0621481410001 

570. 0460712130001 643 0480874420002 716. 04911932Hl001 789. 0571551310001 862 0621484320001 

57 !. 046071231 000 I 644. 048088 I 240001 717. 0491193230001 790. 0581343120005 863. 0621484430002 

572. 0460823420001 645 0480883110001 718. 0491193240001 791. 0581343120019 864. 0621491340001 

573 0460832430001 646. 0480884240001 719. 0491213110001 792. 05815134300! l 865 0621524110002 

574. 0460833340004 647. 0480884320001 720. 0491213120001 793. 0581524220003 866. 0621534330002 

575. 0460833440002 648. 0480893140001 721. 0491222220001 794. 0581532230007 867. 0621554110013 

576. 0460834120001 649. 0480894430001 722. 0491222230001 795. 0581564240032 868. 0621561130001 

577. 0460834240001 650. 0480922440001 723. 0491222430001 796. 0581614410001 869. 062!643440001 

578. 046083444000! 651. 0480941310001 724. 0491223230001 797. 0591344340001 870. 0621644220001 

579. 0460841210001 652. 0480941310004 725. 0491223310001 798. 059 I 344340002 871. 0621644230001 

580. 046084123000! 653. 0480993330001 726. 0491223320003 799 0591344430001 872. 0631421240002 

581. 0460841240001 654. 0481033340001 727. 0491223330001 800. 0591344430002 873. 0631471440001 

582. 0460841320041 655. 0481051420002 728. 0491223340001 801. 0591351120002 874. 063!471440002 

583 04608413 20042 656 0481111130002 729. 0491223430001 802 0591351210001 875. 0631472230003 

584. 0460841330001 657. 0481114110001 730. 0491232210002 803. 0591353210006 876. 0631482130001 

585. 0460841420001 658. 0481161310001 73 I. 0491232210003 804. 0591401240002 877. 0631484430003 

586. 0460842110001 659. 0481161310005 732. 0491232220001 805. 0591502410003 878. 0631492240001 

587. 0460852430001 660. 0481221140001 733. 0491232220002 806. 0591503140001 879. 0631492340001 

588. 0460873440005 661. 0481224310004 734. 0491232240001 807. 0591503140008 880. 063149412000 I 

589. 0460901210004 662. 0481224410012 735 0491232440001 808. 059 J 503340004 881. 0631534340001 

590. 0460901330002 663. 0481232410002 736. 0491242210001 809. 0591511330020 882. 0631563220001 

591. 0460902140009 664. 0481232410007 737. 0500922240001 810 0591533440009 883. 0631604410003 

592. 046090413000 I 665. 0481234120001 738. 0500953240001 811. 0591562140001 884. 0631632220001 

593. 0460904310004 666. 0481243140005 739. 0511764110032 812. 0591582140001 885. 0631701340004 

594. 0460904420001 667. 0481251120001 740, 052 I 864420032 813 059163!12000! 886. 0631714130006 

595. 0460904420009 668. 0481251130001 741 0531301410001 814. 0591641110003 887 0641403330004 

596. 0460904440002 669. 0481251210001 742. 0541301230001 815. 0601373440001 888. 0641411210004 

597. 0460923430005 670. 0490873330001 743 0541301320001 816. 0601373440002 889. 0641414240001 

598. 0460963220003 671. 0490882330001 744. 0541301330001 817. 0601383210001 890. 0641423340001 
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891. 0641432320001 932. 0661541410001 973 
892. 0641441220001 933 0661554140001 974 
893. 0641443430001 9]4 0661564220001 975. 
894 064144432000 I 935. 0661623230002 976 
895. 0641444410001 936 0661624120004 977. 
896. 0641452430001 937, 0671361140001 978 
897 0641453230002 938 067138312000! 979 
898. 0641453310001 939 0671403430002 980. 
899. 0641454130001 940. 0671431110001 981. 
900. 0641464240001 941. 0671461230001 982. 
901. 0641492310003 942 0671463210001 983 
902. 0641494440002 943 0671533130001 984. 
903. 0641511210001 944. 0671573320001 985 
904. 0641512430002 945. 0681361120001 986. 
905. 0641521210001 946. 0681383140001 987. 
906. 0641651330001 947 0681402440001 988. 
907. 0651403210001 948 0681403440006 989. 
908. 0651403330001 949 0681412120001 990 
909. 0651403330009 950. 0681484140001 991 
910. 0651404140001 951. 0681512140001 992. 
911. 0651432140001 952. 0681513240003 993. 
912 0651432240001 953 0681514220001 994. 
913 0651491430001 954. 0681554140001 995. 
914. 0651494330001 955. 0681663120001 996 
915 0651501340001 956. 0691383210001 997 
916 0651502140001 957 0691403110001 998. 
917. 0651502240001 958. 0691403110002 999. 
918 0651502420002 959 0691403410001 1000. 
919. 0651503230002 960 0691403440004 1001. 
920. 0651503430001 961 0691404220001 1002. 
921 0651674330004 962 0691404220002 1003. 
922 0661361140001 963 0691404220003 1004. 
923. 0661401410001 964 0691404310001 1005. 
924 0661402320001 965 0691404310002 1006. 
925. 0661404410001 966. 0691404310003 1007. 
926 0661441430001 967. 0691411240002 1008. 
927 0661451220001 968. 0691421120003 1009. 
928 0661451230001 969. 0691424140001 1010. 
929, 0661464330001 970. 0691444410002 1011. 
930 0661493130001 971. 0691503230001 1012. 
931 0661514110009 972. 0701433220004 1013. 

The special unknowns called observation class deck 
unknowns were defined. Each described a systematic 
error, such as a scale error, shared by a group or class 
of observations. All projects were analyzed for com­
mon elements, such as same observing organization, 
same instrument type, and same time epochs, Table 
18.4 lists the observation class deck unknowns. The 
observations sharing an unknown are identified by pro­
ject identifier (Trav-deck name) and observation type 
(G, X, T, E, or U), where the observation types are 
described in Schwarz (1978). 

18.4 RETRIEVAL OF FIRST-LEVEL BLOCKS 

18.4.1 Terrestrial Survey Observations 
The retrieval of the data for the first-level blocks 

was performed by a data base procedure, controlled by 
the parameters that had been stored in the APF. This 
procedure invoked programs that transformed coordi­
nates from NAD 27 to Preliminary NAD 83 (PNAD 
83), and computed crustal motion corrections to ob­
servations where appropriate. The resulting data set 

0701433240002 1014. 0611462320029 1055. 0491032230001 
0701453320003 1015. 0611451120001 1056. 0491073320001 
0701463310001 1016. 0351113240020 1057 0491012230001 
0701473310002 !017. 0391143420007 1058 0491012330001 
070!482430003 !018. 0621463320001 1059. 0481034430001 
0701492140002 1019. 0601491320002 1060 0481034410002 
0701493140001 1020 0601492420006 1061 0490982210001 
0701502130001 1021. 0601492440003 1062 0490982340001 
0701512140001 1022. 061145131000! 1063. 049098312000! 
0701512210001 1023. 0611451430001 

1064 0480913220002 
0701513120001 1024. 0611454130001 
0701521340001 1025. 0611471420002 1065. 0480912330001 

0701544120001 1026. 0621494240001 1066. 0480884330001 

0701554330001 1027. 062 ! 502120002 1067. 0480883410001 

0701613430001 1028 0631484320001 1068. 0641412220003 

0711543330003 !029. 0641474130011 1069. 0561321210001 

0711553230003 1030. 0641481110001 1070. 0561321310002 

0711563130016 1031. 064148413000! 1071. 0541301120001 
0711563210002 1032 0641491220001 1072. 0581351140004 
0711572320003 1033. 0641492230001 1073. 0581351410005 
0521742240008 1034. 0450703110008 1074, 0561324440001 
0521742310004 1035. 0311104340004 1075 0561324410002 
0521742220004 1()36. 0351113240018 1076. 05813432!0006 
05118034100!2 1037. 0430792220002 1077. 0581343240006 
051180314003! 1038. 0521842120014 1078. 0561323240003 
0571702340008 1039. 0521842120012 1079 056!323130006 
0571702240004 1040 0341183440006 1080. 0541314110002 
0571702340006 !041. 0341183440010 1081 0541321110001 
0571702210001 1042. 0170833440007 1082. 0551321230002 
0561694220008 !043 0170833440001 

1083. 0551321240006 
057169334000 I !044 0481231240020 

1084. 0571334240003 
0180752110004 1045. 0491192330002 
0180882410001 1046 0491123340001 1085. 0571334130004 

0231011110002 1047. 0491093340001 1086. 0591351230002 

0341183120026 1048 0491152230001 1087. 0591351240001 

0390763320021 1049. 0481151140002 1088. 0591351210002 

0491102340001 1050. 0491172330001 1089. 05913512!0007 

0491222330001 1051. 0480974440002 1090. 0621404320001 

0511803140022 1052. 0480981110002 109l 0621411220004 
0521742240018 1053. 0491002330001 1092 0681412120003 
0591514420001 1054. 049 l 003330001 1093. 0481232410004 

was stored as a RESTART file. This phase of the 
project began in May 1985 and continued during the 
formation of the Helmert blocks and forward solution 
of other blocks. 

The RESTART file was familiar to NGS because 
this file structure had already been created during 
block validation. This was the format used in loading 
terrestrial observations into the data base. "Super­
numerary" observations, which are observations to ref­
erence marks and azimuth marks and are therefore 
unadjustable, also reside in the RESTART file. These 
were included for problem solving purposes. 

The data base retrieval procedure provided coordi­
nates on PNAD 83. In practice, these were virtual 
data items. They were actually computed from stored 
NAO 27 values using models described by Vincenty 
(1976, 1979). During the first retrievals and prelimi­
nary checking of iteration 0, it was discovered that the 
coordinates of non-monumented intersection stations 
had not been properly transformed. Furthermore, the 
results of a 1983 test NAO 83 adjustment in Alaska 
had not been incorporated into the first retrievals. 
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TABLE 18.4---0bservation class deck information 

Unknown identifier: Unknown identifier: Unknown identifier: Unknown identifier: Unknown identifier: 
GEODIMETER AZLIGHT (continued) CALTGHT (continued} FLMICRO (continued) KYMICRO {continued) 

Keys: Keys: Keys: Keys: Keys: 
(CGX) AZl6322(X) FRESNOCA(G) T ALBASMR{Y) KYLAKE(E) 

No area defined AZl6323(X) FRESPANO(G) No area defined KYSTLIN(E) 
AZ!6340(X) Gi4847(G) LOUMID(E) 

Unknown identifier: 
AZHSWJLL(X) GJ5075(G) RJCHLEX(E) 
CONGRESS(X) Gl5!02(G) Unknown Identifier. RICHLON(E) 

TELLUROMETER CORDEJCT(X) G!5155(G) ID MICRO UPELIZA(E) 
Keys: FLAGCAME(X) Gl5J70(G) Keys: No area defined 
(EY) FLORMAMM(X) Gl518l(G) FRUITBOJ(E) 
No area defined GTLABAJO(X) GJ5!82(G) IDHSBLAC(Y) 

Unknown identifier: GILABUCK(C) G15187(G) IDHSMONT(Y) 
HOLBSNOW(X) G15229(G) IDHSPOCA(Y) LALIGHT 

Unknown identifier: SAFFCLTF(X) GI 5257{X) TDHSROBS(Y) Keys; 
IBCTAPE: SPRJCLIF(X) Gl5443(X) IDHSRUPE(Y) BARHAMON(G) 
Keys: STJOHNS{X) HALLELUJ{C) IDHSUTAH(Y) BATONRUG(X) 
CRMIBCAl{T) SUNSETCR{G} JAMBOULE{X) LOOKPASS(E) BOEFR!V(X) 
G149!0(T) TEMPEAPA(X) JUNELAKE(X) MTHBOIS(E) GEISLDH(G) 
G 15066{T) TVAPACHE(X) KANESPRS(X) MTHJERO(E) HAMLDH(G) 
G l5656(T) WHYLlJKE(G) LEEKEITL(G) 

No area defined HAMMONLA(GX) 
Gi680l{TU) WICKNRIV(X) LOSTHILL(X) HENDERSO(X) 
Gl6938T(T) WICNBURG(X) MARIN(X) HERBLDH(G} 
G 16943(TU} WINSLO(X) MOJAVEFJ(X) Unknown identifier. LAHSARCA(G) 
G!6974(TU) No area defined 

MONOBENT(X) ILMICRO LAHSEGAN (G) 
GREATLAK(TU) MONTSALl(X) Keys: LAHSMIND(G) 
IBC16546(T) 

Unknown identifier: 
MOORPARK(X) CHAMKANK(E) LAHSVJNT(G) 

IBCl6580(TU) OLDSTATl(X) CHAMPEFF(E) LAHSWASK(X) 
IBCl6592(T) CALIGHT PRADOPOM(X) DEERCR(E) MERMENTA(G) 
!BC l 6608(TL:) Keys: PRAIRIE{G) EFFIHIGH(E) MONRODHJ(G) 
!BC!6944(TU) ANDEREDD(X) REDBEAMO(X) ILHSBENT(Y) MORGANCl(G) 
LAKOWOOD(T) BAKERSF!(X) REDMTNHl(X) ILHSCAIR(Y) SHREVPTA(X) 
LOWNAML(T) BELLMONT(X) ROBLES(X) ILHSGENE(Y) SLIDLDH(G) 
NEWBRUNS(T) CADH1533(G) SALIDAJl(X) ILHSLOUl(Y) SURLAFAY(X) 
RESL'Rl4\(T) CADH1543{X) SANGWOOD(X) I LHSMANT(Y) VIBATRUG(CG) 
STCRINLN(U) CADTPOW(X) SANYSBEL(X) ILHSORIO(Y) VZACHARY(X) 
STCROIXR(TU) CAHSBBO(X) TEDEVORE(X) ILHSSPRl(Y) YOUNGJEA(X) 
T AA I 6802(TU) CAHSBEV(X} TELEGRAP(X) LITCSTAU(E) No area defined 
TAA16933(TU) CAHSBOUL(X) TTPPORT(X) MONTSTLl(Y) 
No area defined CAHSCBE(X) VENTCARP(X) OGLEBENN(E) 

CAHSCHIN(X) VICTORVL(X) ORPEORIA(Y) 
Unknown identifier: 

CAHSCORC(X) VIDALTP(X) SPRIJOLI(E) MEMlCRO 
Unknown identifier: CAHSGATO(X) WOODLAND(X) Keys: 
IBCLIGHT CAHSGIS(G) YUBACITY(X) No area defined 

G!l736(E) 
Keys: CAHSGRAP(G) No area defined Gi 1846(Y) 
CRMTBCAl(X) CAHSJENN(X) Unknown identifier: GJ2003(E) 
Gl49iO(G) CAHSLAMO(X) 

Unknown identifier: 
KYLIGHT Gi2087(Y) 

Gl5066(G) CAHSLOMP(X) 
FL LIGHT Keys: No area defined 

G\5656(0) CAHSMARY(X) KHSPAKL(CG) 
GJ6938T(X) CAHSMIN"E(X) Keys: KYHS1350(G) 
G 16943(X) CAHSOJAl(X) BUNNDURB(X) KYHS1358(G) 

Unknown identifier: 

Gl6974(X) CAHSPALM(X) CHIPLEY(X) KYHS1436(G) MD MICRO 
GREATLAK(X) CAHSPLAC(X) DESTINPW(X) UPELIZA(G) Keys: 
IBC16592(X) CAHSPLAT(X) FALMONTl(X) ABDELAA(E) 
LAKOWOOD(X) CAHSQUJN(X) Gl4775(C) No area defined 

BALTPENN(E) 
NEWBRUNS(X) CAHSRENO(X) Gi4877(C) CIRHYMD(E) 
RESUR14l(X) CAHSRIVE(X) GJ5019(C) Unknown identifier: DCFREDMD(E) 
TAA!6933(X) CAHSSISK(X) LOJASPER(X) KYMICRO MHSHFBLT(E) 
No area defined CAHSSGSA(G) MUSCMOSS(X) 

Keys: CAHSTEHA(X) PLANTEA T(C) No area defined 
CAHSTEME(X) STPETERS( OX) COVINGTO(E) 

Unknown identifier: CAHSVEN(X) TALAHASE(X) FRANK CA V(E) 
Unknown identifier: 

IBCMICRO CAHSWASC(X) TALBASMR(X) KHSPAKL(E) 
MNLIGHT 

Keys: CAHSWRIG(X) TAMPTWIL(X) KYCORBIN(E) 

G\6938T(Y) CALI(G) YEROSCOT(X) KYHS1225(E) Keys: 

Gi6974(Y) CAL14716(G) WILDTRAX(X) KYHS\244(E) BA TLAKPE(X) 

CALl4953(G) KYHSl332(E) BEMCASS(X) 
No area defined CALI5115(X) 

No area defined KYHSJ339(E) BIGFALLS(X) 

CAPISTRA(X) KYHS1346(E) BLANECAM(X) 

Unknown identifier: CARPATAS(G) Unknown identifier: KYHSl350(E) DENSAPLE(X) 

AZLIGHT COr>.'NARVHX) FLMICRO KYHSl358(E) ERSKINE(G) 

Keys: DELANO(X) Keys: 
KYHS!37l(E) FAIRMADE(X) 

ASHFORK(X) DIEMETRO(G) BA YCONTY(Y) 
KYHS1436(E) FOUNTAIN(X) 
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TABLE 18.4--0bservation class deck information (continued) 

Unknown identifier: Unknown identifier: Unknown identifier: Unknown identifier: Unknown identifier: 
MNLIGHT (continuecl) MNMICRO NMMICRO NCLIGHT (continued) OR MICRO 

Keys: Keys: Keys: Keys: Keys: 
G14889(G) FERGUSFL(Y) AKELANAR(Y) NCG 15146(X) OREI3882(E) 
G14989MN(G) G12959MN{E) BLOOMCOU(Y) NCG l 5298(X) OREABIG(Y) 
Gl5152(CG) MINNORTl(E) GALLUPNO(EY) NCGSI(G) ORESUNNY(Y) 
Gl5162{G) MNHSALF(Y) JERARANC(Y) NCGS2(G) OREWALF(Y) 
GJ6804(X) MNHSALS(Y) LORDSBUR(Y) NCGSJ(G) VCATHB(Y) 
GJ6935(X) MNHSBENT(Y) MONTOGUA(Y) NCGS4(G) No area defined 
GLENWOOD(X) MNHSFAIR(Y) NMHSL VSF(Y) NCGSAPEX(X) 
GOODRIDG(X) MNHSJACK(Y) SANTOBER(Y) OLDMARJO(X) Unknown identifier: GRDULUTH(X) MNHSJSD(E) SEPARDON(Y) PETTIGRE(X) PAMICRO HADERAS(X) MNHSMNWl(Y) SEQUENCE(Y) PITTSBOR(X) 
HASTVSP(G) MNHSPAUL(EY) SHIPROCK(Y) RALMORA(G) Keys: 
HOMERISK(X) MNHSWALL(E) TOY ATEXA(Y) 

RANDOLPH(X) BREEZEMD{E) 
ICFRIDLE(X) MOOREHEA(E) WATRATON(Y) 

STATESVI(GX) CLARMEAD(E) 
JNTERNAT(G) MOOSELKE(E) No area defined TAA\6724(X) EBDUWOR(E) 
LAGEORGE(G) 

No area derined TAAI6725(X) FALLOHIO(E) 
LAKERTVE(X) 

Unkoown identifier: TAA16785(X) F ALLSWAT(Y) 
LUVERNE(X) HARDUNA(Y) 
MAPLEGRO(X) Unknown identifier: NCLIGHT TAF16784(X) 

HARMDIA(Y) 
MAPLEWOO(X) MSMICRO Keys: 

TAF16786(X) 
HARMD2A(Y) 

MA YOCLIN(G) Keys: ASHBLACK(X) 
TAFl6787(X) 

HOLLHOLL(E) 
MHDULVTH(X) ABERDEEN(E) BENHARNS{G) VAURORA(G) INDEAST(E) 
MILACA(X) BUCAMER(E) BURKECTY(G) VGSWAMP(X) LEWHOPM(E) 
MINAPLIS(X) MHSJKGVl(E) CLEJEUNE(X) VHILDUR(G) MANSFACT(E) 
MINNORTl(G) MHSJKGV2(E) DARENAGS(X) VICALBEM(X) MANSWILL(Y) 
MINNWAYZ(X) MHSJKGV3(E) FAIRBLUF(X) VICASHVL(G) MDGORA(Y) 
MNDT2HA(X) MHSJKGV4(E) FORSTONE(G) VICBURLG(G) NCENTPA(EY) 
MNDTBJN(X) MHSJKGVS(E) FRANKLIN{ OX) VICCHARL(G) NEPHILA(Y) 
MNDTRUSH(X) MSLELAND(E) G\3609(0) VICCLAYT(G) PHILAREA(Y) 
MNDTWIND(X) G136ll(G) VICCONCD(G) POITBURG(E) 
MNHSBASS(G) No area defined Gi3656(G) VICFAIRT(G) READHONY(Y) 
MNHSBENT(X) G13700(G) VICFAYET(G) SCRAKEYS{E) 
MNHSBLOM(X) Unknown identifier: Gi370I(G) VICGASTN(G) SEAKWEST(E) 
MNHSBLOO{G) NEMICRO G!3732(G) VICGREEN(G) SHEAKERl(E) 
MNHSEAGA(X) Gl3734(G) YICGVILL(G) STWSCN(EY) 
MNHSGROV(G) Keys: Gl3750(G) VICHENDR(G) TOWA WILL(Y) 
MNHSJNVR(X) NEHSCNP(EY) G13762(X) VICHICKY(G) WASHNST(E) 
MNHSL!TC(X) NEHSGCO(Y) G!3778(G) VJCITROY(G) WESTMDA(E) 
MNHSVIRG(X) NEHSMGl(Y) G13779(G) VICJACKN(G) WORTOHIO(E) 
MONTHURl(X) NEHSNPO(EY) Gl3780(G) VICKERNS(G) No area defined MOOSEDUL(G) NEHSOGB(Y) Gl3781(G) VICKINST(G) 
MOOSELKE(G) NEHSOMAH(Y) G13782(G) VICLEXT(G) 

Unknown identifier: MORISTOW(G) G13806(G) VICLUMBR(G) 
NEWULMD2(X) No area defined GJ3807(G) VICMARON(G) 

TNMICRO 
NORTHFAl(X) Gl3907(G) VICNBERN(G) Keys; 
N"ORTHHOM(X) Unknown identifier: G!4ll9(G) VJCNCHAR(G) BSDANTHS(E) 
NORWOOD(X} NMLIGHT Gl4300(G) VICOLIVE(G) COOKYILL(E) 
NOYESB4(X) G14428(G) VICOSCEO(G) DIXIECHA(E) 
NUBROWN(X) Keys: Gl4431(G) VJCRICHS(G) KNOXJELL(E) 
ONAMIACl(X) AKELANAR(X) Gl4468(G) VICROCKY(G) KNOXROCK(E) 
OWATQNW!(GX) ALBURIOP(G) Gl4540(G) VICSMITH(G) LAWCOLUM(E) 
PALISADE(X) BELENBER(X) G14794(G) 

VICTARBO(G) MEMNASH(E) 
PENGILL Y(G) BELENLOS(G) Gi4827(G) VICTHOMS(G) NASHALBA(E) 
PETESA VA(X) BERNASAN(G) Gi4863(G) 

VICTRYON(G) NASHATHS(E) 
PIPESTON(X) 

BERNSANT(G) Gi4938(G) 
VICWADES(G) NASHCHAT(E) 

REDLAKE(X) GI 5053(0) NASHKEN(E) 
ROCHOWAT(X) BLOOMCOU(X) 

GATESVIL(G) VJCWILMG(G) 
NASHKY(E) 

RUSHFORD(X) JERARANC(X) HAMLETNC(G) VICWILSN(G) 
TENNDY(E) 

SAGINAW(X) LORDSBUR(X) HENDPOLK(X) VICWRAL(G) 
TH SALA WA(E) 

SAUKCNTR(X) MONTOGUA(X) HICKORYN(X) VICYADKN(G) THSCFNSH(E) 
SHAKOPEE(X) NMHSGAV(X) LEECOWGS(X) VMOREHED(G) 

THSMNASH(E) 
STCLOUD(X) NMHSLVSF(X) LIZARDLI(X) VMORGAN(G) THSNBCK(E) 
STFRANCS(X) RIOPUERR(X) MARSHVIL(X) YNWWAKE(G) THSTKLCG(E) 
STPETER{X) SANTOBER(X) NCG!4434(G) VRALEIGH(G) TNDENVER(E) 
WABASHA(X) 

SEPARDON(X) NCG1447l(G) VROCKING(G) TNHS1267(E) 
WASHT"ICO(X) NCG14799(G) VWOODFIN(G) TNHSBEAN(E) 
WAVERLY{X) SEQUENCE(X) 

NCGJ4820(G) WADESBOR(G) WARTBURG(E) 
WESBENTO(X) TOY ATEXA(X) NCG 14986(G) WAKEFRST(X) 
WILLMAR(X) TRUTCRUC(X) NCG!SOSS(X) WAYNECOU(X) No area defined 
WYKFOL:NT(G) WATRATON(X) NCGi5134(X) WILSONPR(X) 

No area defined No area defined NCG15137(G) No area defined 
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TABLE 18.4-0bservation class deck information (continued) 

Unknown identifier: L" nkno~n identifier: LTnknown identifier: Unknown identifier: Unknown identifier: 
VA:\11CRO CDLIGHT (continued) CDMICRO (continued) CD AERO YCDMICRO 

Keys: 
ASHACCA(E) 
C!RtlYVA(E) 
CLEARBUC(E) 
CRISGLEN(E) 
GATBIGA(E) 
L YCHHAR(E) 
MARSFAIR(E) 
PETERNC{E) 
RICHNORK(E) 
RICHVIC(E) 
ROACLJFF(E) 
ROALYNA(E) 
SV.'VAH\\IY(E) 

No area defined 

Llnknown identifier: 
CDLIGHT 

Keys: 
CANTRAVJ(G) 
CANTRAV2(G) 
CANTRAV3{G) 

Keys: 
CANTRAV4(G) 
CANTRAV6(G) 
CANTRAV7(G) 
CANTRAV8(G) 
CANTRAV9(G) 
CANTRVJI(G) 
CANTRV12(G) 
CANTRV!J(G) 
CA1\"TRV14(G) 
CANTRYl7(G) 
CANTRVI 8(G) 
CANTRV20(G) 
CAI\"TRV2l(G) 
CANTRV22(G) 
CANTRV25(G) 

No area defined 

Unknown identifier: 
CDMICRO 

Keys: 
CAi'iTRAVl(E) 

Keys: 
CANTRA V2(E) 
CANTRAV3(E) 
CA:"JTRAV4(E) 
CANTRAV5(E) 
CANTRAV6(E) 
CANTRAV7(E) 
CANTRAV8(E) 
CANTRA V9(E) 
CANTRVIO(E) 
CANTRVI l{E) 
CANTRVI2(E) 
CANTR VI J(E) 
CANTRV14(E) 
CANTR V l S(E) 
CANTRV J6(E) 
CANTR V 17(E) 
CANTRV18(E) 
CA~TRV2J(E) 

CANTRV25(E) 
CANTRV27(E) 

No area defined 

The methods used to determine deflections and 
geoid heights for the United States (including Alaska, 
Hawaii, and Puerto Rico) went through several dif­
ferent developmental steps. Initially, the deflections 
and the geoid height were computed at all occupied 
stations using the procedures described in chapter 16. 
During the block validation phase, many stations were 
added to the data base. For new stations in the contig­
uous 48 United States, the deflections and geoid 
heights were computed using least squares collocation 
to interpolate among the abundant gravimetrically de­
termined values. In western Alaska, which contained a 
small quantity of observed data, Rapp's 180 by 180 
spherical harmonic model (Rapp, 1981) was used to 
predict geoid heights. 

During iteration 0, slight inconsistencies in these 
two methods were identified. When investigations 
could not identify and resolve these differences, a 
decision was made to use Rapp's 180 by 180 model to 
compute geoid heights for the entire NAO 83. This 
was implemented in two steps. Iteration 0 of the ad­
justment was by then well advanced for the eastern 
part of the contiguous United States (east of 101 
degrees longitude). These geoid heights were not 
changed until iteration I. In the western part of the 
country, the geoid heights were recalculated prior to 
the start of iteration 0. 

Two other corrections were made to the gravimetric 
data. The deflection of the vertical in the meridian 
and the deflection of the vertical in the prime vertical 
had been inadvertently switched on the added station 
records computed using the least squares collocation 
method. These records had to be identified and cor­
rected. The second correction added gravimetric data 
to those stations which had been missed entirely. 

Ke}s: Keys: 
CA1'.'TRVJ9(U) CANTRAVJ(Y) 
CANTRV26(U) CANTRA V2(Y) 
l'<o area defined CANTRAV3(Y) 

CANTRAV4(Y) 
Unknown identifwr: CANTRAV5(Y) 
XCDLIGHT CANTRAV6(Y) 
Keys: CANTRA V7(Y) 
CANTRAV l(X) CANTRAV8(Y) 
CANTRA V2(X) CANTRAV9(Y) CANTRAV3(X) 
CANTRAV4(X) CANTRVIO(Y) 
CANTRA V6(X) CANTRVI l(Y) 
CANTRAV7(X) CANTR V l 2(Y) 
CANTRAV8(X) CANTR VI 3(Y) CANTRAV9(X) 
CANTRVl !(X) CANTRVl4(Y) 
CANTRV12(X) CANTRV15(Y) 
CANTRVl 3(X) CANTRV16(Y) 
CANTRV14(X) CANTR V l 7(Y) CANTRV 17(X) 
CANTRVl8(X) CANTR VI 8(Y) 
CAN TR Y20(X) CANTRV2l(Y) 
CANTRV21(X) CANTRV2S(Y) 
CANTRV22(X) CANTR V27(Y) CANTRV25(X) 

No area defined No area defined 

The following additional minor retrieval errors were 
encountered and corrected: ( 1) Some of the areas with 
crustal motion models had not had model parameters 
computed prior to iteration 0. (2) The data base load­
ing procedure did not initially allow for negative eleva­
tions. Jn correcting this problem, other elevations were 
truncated to less than l,000 m. Elevations that were 
supposed to contain the value zero had been stored as 
blank fields. 

The retrieval procedure also inserted the table of 
default standard deviations into the RESTART file. 
This table described the standard deviation to be as­
signed to observations for which a standard deviation 
had not been explicitly assigned. These values were as 
follows: 

Code Observation type F, F, 

1 First-order direction 0.6 0.001 
2 Second-order direction 0.7 0.001 
3 Third-order direction 1.2 0.001 
4 Direction to intersection station 3.0 0.050 
A First-order astronomic azimuth not specified 
B Lower-order astronomic azimuth not specified 
C,G Electro-optical distance 15.0 1.0 
x Electro-optical, mark-to-mark 15.0 1.0 

distance 
T,U Taped distance 10.0 0.5 
E,Y Microwave EDM distance 30.0 3.0 

Using these factors, the standard deviation of a 
direction in seconds of arc was the square root of 
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where D is the approximate distance between points in 
meters. The second term accounts for decentering of 
both the theodolite and the target. 

The standard deviation of a distance, in meters, was 
the square root of 

(Fi/1000)2 + (D*F2/I000000)2 + (O.OOOOS*(h2 - h1)/3)2 

where h1 and h2 are the heights of the two stations. 

18.4.2 Space System Observations 
Various space systems observations were used to 

contribute global scale and orientation to the NAD 83 
adjustment. These data sets were handled outside the 
environment of the data base and the APF. The ob­
servations were placed in a separate Helmert block 
created by the Space Systems Observations Adjust­
ment Program, SOAP. 

At any given VLBI site, besides the VLBI station, 
there might be one or more Doppler stations and one 
or more stations tied to the terrestrial network. The 
Doppler and VLBI stations could either be tied to the 
terrestrial network or not, and there could be addi­
tional non-tied stations at the site. The VLBI stations 
are classified as fixed or mobile. Mobile VLBI data 
were reduced to the ground monument while observa­
tions at fixed antennas were referred to the electrical 
center of the antenna, a point in space. The site at 
GILMORE CREEK was exceptional in that both 
fixed and mobile VLBI observations were performed 
there. 

Survey ties were needed to connect the VLBl and 
Doppler stations to the NGRS (National Geodetic 
Reference System). GPS observations were provided to 
complete network ties with VLBI stations in Alaska. 
Other ties were accomplished using small local net­
work surveys processed through the three-dimensional 
least squares adjustment program HA V AGO (Vincen­
ty, 1979). 

The data collected at each VLBI site were pro­
cessed by HA YAGO. The program output consists of 
adjusted positions and observations, including geocen­
tric cartesian coordinates, together with a file contain­
ing the .:l.\', .a.Y, and .a.z values and the variance­
covariance matrix for certain "requested" stations 
selected by the user. The requested stations were the 
fewest number of stations that provides ties between 
the Doppler, VLBI, and the terrestrial network. The 
output file with the variance covariance matrix trans­
formed into a standard error/ correlation coefficient 
matrix was used for the SOAP input file. 

HA V AGO software was first used to process terres­
trial survey data (local "table top" surveys) at 22 sites 
where fixed and mobile VLBI observations had been 
conducted or were scheduled to be conducted in the 
near future. Input for HA YAGO was supplied from 
observations by the Goddard Space Flight Center and 
the Jet Propulsion Laboratory (JPL). In many in­
stances non-tied stations physically close to each other 
had similar, or even identical, preliminary positions. 
Iterations through HA V AGO distinguished the posi­
tions. The names and positions of the tied stations 

were not always identical with those in the te{restrial 
data base, but exact agreement was not necessary for 
the adjustment to provide accurate relative position 
observations and the covariance matrix. No constraints 
were put on the positions. The file output from 
HA V AGO was then reconstructed into a format com­
patible with SOAP. HAVAGO and SOAP had been 
written at different times and for different purposes. 
As a result, the input and output formats for each 
program are not compatible. Rather than modify one 
or the other program, it was decided to create the 
SOAP input file by using a text editor to modify the 
output HA V AGO file. 

The SOAP input included the following items which 
are discussed in detail: 

Preliminary NAD geodetic position records. These 
included station name, station identifier (QID/QSN), 
and predicted NAD 83 latitude, longitude, elevation, 
and geoid height values. The input values for four 
Canadian stations, supplied by the Geodetic Survey of 
Canada, were added as junction stations. Initially, 
slight discrepancies existed between two different 
geoid height models. A program was written to correct 
geoid heights and these values were updated. Elevation 
fields were zero filled after the decimal, giving the 
appearance of being precise, when in fact some eleva­
tions had only been scaled from maps. The input 
values for latitude and longitude were automatically 
updated with the adjusted values after each iteration. 

Preliminary non-NAD geodetic position records. 
These included the station name and preliminary Car­
tesian coordinates (X, Y, and Z values) at the VLBI 
sites, i.e., the adjusted X, Y, and Z values from the 
HA YAGO output printout. From this source, only the 
fixed VLBI stations (GOLDSTONE, RICHMOND, 
OWENS VALLEY, MARYLAND POINT, AND 
FORT DAVIS) were available for iteration 0. The 
mobile data became available after iteration 0 was 
completed, and were included for iteration I. Values 
for ONSALA60, NRAO 140, and WETTZELL were 
also provided. Values at EFLSBERG and CHILBOL­
TEN were provided by the Goddard Space Flight 
Center. Values at HAYSTACK and WESTFORD 
were based on 1972 and 1973 satellite data from JPL 
measuring the GOLDSTONE-HAYSTACK baseline. 
Positions for the EFLSBERG and CHILBOLTEN 
Doppler stations were computed by applying ax, ilY, 
and .a,z values to the antenna position. All of these 
were also included in iteration 0. Positions for KAUAI 
(Hawaii), KWAJAL26 (Marshall Islands), and 
KASHIMA (Japan) were included in the final iter­
ation. These stations were necessary because the up­
dated observations available for the final iteration had 
been combined with them and could not be separated, 
These values were also updated automatically after 
each iteration. 

Terrestrial survey data. Relative position observa­
tions (.:l.\', .a.Y, and .a.z coordinates in the form of the 
position difference between the first and second sta­
tions in a group, the first and third, etc.) and the 
standard error /correlation coefficient matrix from 
HA V AGO were used in SOAP to tie VLBI and Dop-
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pier stations to the network. At POINT REYES, 
PINYON FLAT, and SANTA PAULA, the VLBI, 
Doppler, and terrestrial stations are identical. No addi­
tional ties were necessary. At OILCREEK, BLACK 
BUTTE, DEADMAN LAKE, MAMMOTH LAKE, 
OCOTILLO, YUMA, ELY, HATCREEK, PLAT­
TEVILLE, ONSALA, WETTZELL, WHITEHORSE, 
ALGONQUIN PARK, YELLOWKNIFE, PENTIC­
TIN, and VANDENBERG, no terrestrial survey data 
were available, so only their connection to other VLBI 
sites tied them to the network. The EFLSBERG and 
CHILBOLTEN observations consisted of the ax, dY, 
and ~z values along with default matrices. 

Fixed VLBI observations. The VLBI data used in 
iterations 0 and I were formatted like terrestrial data. 
This data set included observations at the following 
sites: WESTFORD, ONSALA, CHILBOLTEN, 
MARYLAND POINT, GOLDSTONE, WETTZELL, 
RICHMOND, and (NRAO). It did not include data 
at the KAUAI, KWAJAL26, and KASHIMA sites. 
After the first iteration, more recent (1985) observa­
tions became available. It would have been better to 
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have used only these later observations, as they were 
assumed to be more accurate. However, the 1985 ob­
servations did not include all of the original sites, but 
did include three new sites (mentioned above). A com­
bined group of all original and new stations was se­
lected. Unknown parameters were defined to represent 
rotations around the X, Y, and z axes and the scale 
for these observations. 

Mobile VLBI observations (jig. 18.11) (available for 
iterations I and 2). The mobile VLBI observations 
were included as separate groups for each occupation. 
The groups were all tied together through the GIL­
CREEK and GOLDSTONE sites. Some of the groups 
included observations for sites with terrestrial ties. 
(See Terrestrial survey data, above). Data at the fol­
lowing sites were included: OILCREEK, NOME, 
VANDENBURG, SANDPOINT, KODIAK, SOUR­
DOUGH, YAKATAGA, WHITEHORSE, ALGON­
QUIN PARK, YELLOWKNIFE, PENTICTIN, 
FORT DAVIS, GOLDSTONE, OWENS VALLEY, 
MAMMOTH LAKES, PINYON FLAT, YUMA, 
MONUMENT PEAK, BLACK BUTTE, OC· 
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Figure 18.11. Locations of mobile Very Long Baseline Interferometry observatories. 
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OTILLO, HATCREEK, PALOS VERDES, FORT 
ORD, PRESIDIO, POINT REYES, ELY, PLAT­
TEVILLE, WESTFORD, and QUINCY. Additional 
unknown parameters were defined to represent rota­
tions around the X, Y, and Z axes and the scale for 
each group of observations. 

Doppler observations. (See fig. 18.12.) Doppler po­
sitions and their covariance matrices had been initially 
computed on the NSWC 9Z-2 by the point positioning 
method. For iterations 0 and 1, the coordinates were 
transformed to PNAD 83 by application of a shift of 
4.5 m in Z. Unknown parameters were defined to 
represent the rotation around the Z axis and the scale 
change that would be necessary to bring the Doppler 
coordinate system into agreement with the final NAD 
83 coordinate system. For iteration 2, a scale change 
of -0.6 parts per million was also applied a priori and 
the scale change parameter deleted. 

GPS observations. Baselines measured by GPS in 
the GPS Survey Alaska Project (GPS018, July-August 
1984, Alaska-Canada NCMN Part I) were processed 
through program PHASER on the WGS 72 datum to 
provide network ties for five Alaskan VLBI sites: 
SANDPOINT, NOME, KODIAK, SOURDOUGH, 
and CAPE Y AKAT AGA. They were then transformed 
into the NAD 83 system. These data were formatted 
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like VLBI and terrestrial observations except that a 
default covariance matrix (a diagonal matrix whose 
diagonal value is 0.2) was used. 

18.5 CREATION OF HELMERT BLOCKS 

18.5.1 Terrestrial Data Blocks 
The creation of Helmert blocks for iteration 0 in­

volved formation of the observation equations, normal 
equations, and the elimination of interior unknowns. 
These computations were performed by HBNEMO, a 
modified version of the NEMO program that had been 
used during block validation. The first solution (iter­
ation O) was considered to be a final data validation 
effort. This was a last chance to identify weak stations, 
keypunching errors, and observational blunders. It was 
expected that any data problems discovered would 
involve observations that crossed the boundaries of 
blocks used for validation. 

The HBNEMO program produced two items: (1) 
large misclosures (computed minus observed terms), 
and (2) interior (non-junction) stations that appeared 
to be undetermined, which caused the normal equation 
coefficient matrix to be singular. In analyzing the 
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Figure 18.12. Doppler observations for NAD 83 in the United States. 
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misclosures, the observational input was reverified by 
checking original hard copy. Checking of preliminary 
positions was complicated by the fact that this was the 
first time that PNAD 83 positions had been used. 
Preliminary positions were checked by calculating posi­
tions from the surrounding PNAD 83 positions and the 
observations. Apparent singularities were corrected by 
finding misidentified observations or removing ques­
tionable stations from the NAD 83 adjustment. At this 
stage of the computations, the only way to remove a 
weakly determined station from the adjustment was to 
reject all of its observations. HBNEMO processed 
such stations in such a way that the computations 
could continue with no effect on the other stations in 
the network. 

HBNEMO formed the partial normal equations for 
each block, eliminated the interior unknowns, and re­
corded the resulting set of partially reduced normal 
equations on an output file. This file was then regis­
tered with the Helmert block adjustment system. The 
system of equations was copied to a data set whose 
name was known to the APF, and the appropriate node 
of the Strategy was updated to show availability of 
this block. 

18.5.2 Creation of the Space System Helmert 
Block I-Iteration 0. 

The earliest SOAP runs indicated some problems 
with HA YAGO processing. The covariance elements 
produced in HA V AGO were recorded to only two 
decimal places; investigations determined that if the 
elements were carried out to four decimal places the 
occurrences of singularities would be eliminated. It 
was also discovered that the M, dY, and dZ output 
of coordinate differences from HA YAGO was being 
produced in the wrong order. The necessary program 
changes were made to HAVAGO. The next SOAP 
run, with all of the above corrections, still resulted in a 
matrix singularity for the terrestrial data at the 
GOLDSTONE site. Six of the input correlation values 
were 0.9999 as a result of rotating weak vertical geom­
etry into an Earth-centered system. Further expansion 
of the precision of the matrix values, as had been done 
before, would probably have eliminated the problem. 
However, the benefits were not judged sufficient to 
justify the time required to accomplish this. Instead, 
these values were arbitrarily changed to 0.9998 and 
the singularity was resolved. 

Subsequent SOAP adjustments pointed out data er­
rors and values that had been keyed incorrectly. Once 
these were corrected, an acceptable adjustment re­
sulted. 

Up to this time, no Doppler observations had been 
added to the SOAP input. All VLBI-related Doppler 
observations were now retrieved from the data base 
using a file of station identifiers. It was then discov­
ered that the geodetic data base had not been properly 
updated with the most current Doppler positions. A 
paper listing of current positions was obtained. Ob­
servations at non-tied stations were selected from the 
listing because only the stations tied to the terrestrial 
network had previously been loaded into the data base. 

The observations at CHILBOLTEN were reduced for 
eccentricity. One observation at TIMER 
(0250801330033) that had been retrieved from the 
data base was not listed on the printout because it was 
a OMA observation. Sufficient information had not 
been provided by DMA, and since there was another 
valid observation at TIMER, this one was deleted. 

Large residuals led to the rejection of Doppler posi­
tion observations at the following stations: 

1 at MCDONALD RM I 1942 
I at MCDONALD RM 4 1980 
3 at HAYSTACK OCP NO 3 1975 
I at ARIES RM 1 1976 DOP(51201) 
I at BP ARIES 1 (DOP. 51105) 

0301041220005 
non-tied 
0420711330014 
0351163440007 
non-tied 

For those Doppler observations rejected during the 
adjustment, either repeat observations were made or 
nearby observations substituted. In this way the net­
work was not weakened by the loss of these observa­
tions. 

An adjustment was made using only VLBI stations 
with their associated Doppler and VLBI observations. 
The parameters solved for and their resulting values 
from this stand-alone unconstrained solution were: 

VLBI 

Doppler 

X rotation 
Y rotation 
Z rotation 
scale change 

0.030306 
0.036414 
0.823558 

-0.653683 

The remaining Doppler observations were retrieved 
from the data base in SOAP input format. For iter­
ation 0, the VLBl-related Doppler observations were 
included in a separate group. Some minor but annoy­
ing problems were found. For example, an extra digit 
had been keyed in the Z coordinate for the Doppler 
observations at station MARS 1963 (0351163440002). 
These were resolved and corrected in the SOAP input 
file and in the data base. 

A file of geodetic positions of each Doppler point 
was processed through MODGHT to correct for incon­
sistencies in geoid height. However, only positions for 
the west coast were updated at this time, since east 
coast positions were already at or near the highest 
level. It was decided that the benefits of correcting the 
problem did not justify the cost of restarting at the 
lowest level. 

The complete VLBI/Doppler file was then pro­
cessed by SOAP. This time the program failed be­
cause of incorrect standard errors on some additional 
Doppler observations. The standard errors associated 
with the Doppler points had apparently not been com­
puted before the data were loaded into the data base. 
A program for this purpose produced a listing showing 
the correct standard errors. These were manually cor­
rected in the file, and the data base was also updated. 

One additional Doppler observation was rejected 
due to a high residual. This was at station GEOCEI­
VER STA 20208 1976 (0351142210013) which had 
been added with the second group of Doppler observa-
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tions. All rejected Doppler observations were actually 
deleted from the Doppler section of the data base and 
from the SOAP input file. 

At this point, observations showing large misclosures 
were investigated, and the following results obtained: 

EDWARDS AFB TRACKING STATION 4 
(0341174130003), MOUNT JOAQUIN 
(0621561130001), and MOOSEHEART MOUNTAIN 
(0641511210001) all had high misclosures in the "up" 
direction. As intersection stations, the elevation fields 
in the RESTART files were blank. However, the 
Doppler data base elevations were 964.26 m, 916.4 m, 
and 652.9 m respectively (approximately equivalent to 
the misclosure value). Since the discrepancy was so 
large and could affect the outcome of the adjustment, 
the Doppler observations were removed from the data. 
At the end of this iteration the elevations in the 
RESTART files were corrected and the Doppler ob­
servations added back in for the next iteration. 

WINKLE 1934 (0341051210001) had a scaled ele­
vation in the REST ART file that was found to be in 
error by 8 m. Since the error was small, the observa­
tions were left in, but the RESTART file and SOAP 
input file were corrected at the beginning of the next 
iteration. 

Stations 0923 NB. TEHUACAN (0180974220001), 
1754 ANTONIO (OIJ08622!0001), CAL CO 160-A 
1963 RM 8 (0280924140004), CAL CO 160-A 1963 
RM 7 (0280924140005), CALCO 41-A 
(0290892120003), BEL 1925 (0551622220002), 
GOOSE 2 1930 (0561534310001), BAY-COVE 
POINT 1907 (0581532230007), MASSACRE 
NORTH BASE USN 1943 (0521864420032), T 41 
1955 (0180643430031), MINERS POINT 1908 
(0571534140001), DRIFT 1931 (0561534420004), and 
JOE 1941 (0551603120015) also had large misclosures 
in the vertical direction. Since verification of elevation 
was impossible without additional information, no cor­
rections were possible at that time. Many of these 
elevations were later corrected in iteration 2. (See 
table 18.9.) 

Several stations were found to be misidentified, re­
sulting in large misclosures in the north and/or east 
directions: 

INCORRECT CORRECT 

MILLER 1930 (0430884430001) MILLER 1930 RM 3(non-tied) 

FORT YUKON LOOKOUT FORT YUKON \\-'EST BASE 
TO\VER (0661451230001) AZ (non-tied) 

GINGRICH 1939 GINGRICH 1939 RM 4 !969 
(0400891420002) (0400891420006) 

ASTRO PIER 1966 SAT TRACK STA 002 1966 
(0390763320022) (039076332002!) 

SAN FER~ANDO 1898 SAN FERl\ANDO 1898 RM 3 
(0341183120006) (0341183120026) 

SAGE 1923 (0491102340002) SAGE 1923 RM l 
(0491102340002) 

9171 748 (0231011110001) 0597 GUANGOCHE 
(023!0111 !0002) 

Those stations that were not connected to the terres­
trial network were found to be unnecessary and the 
observations simply deleted from the Doppler data. 
The others were removed for iteration 0, corrected, 
and reintroduced at the beginning of iteration 1. 

INGRI 1951 (0611651320001) had large misclos­
ures, but no errors could be identified. Since the 
terrestrial observations at this station had also caused 
problems in the Helmert block adjustment, and had 
been deleted there, the Doppler observation was also 
deleted from the VLBI/Doppler data. FLAGSTAFF 
NCMN 3 (0351113240019), MALASPINA SW 
BASE 1892 (0591401240002), STAR 1914 RM 2 
1975 (0551591140002), and 6027 ENSENADA NWB 
(0311164130001) also showed large misclosures in the 
north or east directions. However, no problems could 
be found. Since the misclosures were still within rea­
son, the observations were left as they were. 

The VLBl and Doppler observations in Hawaii were 
handled in a separate SOAP input file. The only 
correction was a change to the MAKAPUU POINT 
1872 for a misidentification. 

18,6 FORWARD SOLUTION 

Most of the time the forward solution was run in an 
automatic mode, using the DISPATCHER function of 
the Helmert block adjustment system. lf the strategy 
determined that two Helmert blocks were available for 
combination and reduction, then the computer process­
ing control was automatically generated to submit the 
run. (See chapter 15.) Since this was still the first 
adjustment of the complete data set, apparent sin­
gularities in the normal equations were occasionally 
detected and had to be analyzed. Each such station 
either had to be removed altogether from the adjust­
ment by removing all associated observations or the 
determination of the coordinates had to be streng­
thened by finding and adding new observations. Either 
option was difficult: the solution had to be restarted at 
the lowest level with either a new retrieval from the 
data base, or by editing the block's REST ART file. 
Then the Helmert block had to be recreated by 
HBNEMO, and the forward solution rerun along the 
path to the current computations. In some cases, espe­
cially at the upper levels, a decision was made to 
retain the singularities for iteration 0 and correct the 
data set at the beginning of iteration 1. 

One other problem discovered during the forward 
solution of iteration 0 was mismatched preliminary 
values for deflections and geoid heights. The changes 
discussed in section 18.4.1 were made. For junction 
points, however, changes were necessary in more than 
one place. Knowledge of the block boundaries and 
special junction points was mandatory. In each case, 
these problems halted the automatic solution while the 
error was corrected at the lowest level and the forward 
solution rerun along the affected path. 

An area of concern surfaced at the higher levels. 
The reliability of the computer system being used was 
severely tested with the combination of the northeast 
(node 5) and the southeast (node 4) sections of the 
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United States. This creation of node 3 was within the 
specifications of the program and within the capability 
of the computer. However, this step required 8 hours 
of CPU and 24 hours of wall clock time. Close co­
ordination with the computer operations staff resulted 
in successful computations for each iteration of the 
solution. 

The iteration 0 forward solution was performed in 
parallel with the retrieval of the RESTART files and 
the creation of the Helmert blocks. 

18.7 HIGHEST LEVEL HELMERT BLOCK 

The highest level Helmert block in the Strategy 
(block I) was reached on August 31, 1985. At this 
point, 894,923 unknowns had been eliminated from the 
system of equations, leaving a set of 2,168 equations 
for the remaining junction unknowns. These unknowns 
were the coordinates of special junction points, junc­
tion points on the U.S.-Canadian border, and the glo­
bal parameters. 

Before proceeding, a stand-alone adjustment of this 
block was performed. In this mode the software per­
forms a free adjustment by fixing any parameters that 
appear to be indeterminant. The solution obtained is 
the one that would be derived if these parameters were 
constrained to their preliminary values. 

This was the first adjustment of the entire U.S. 
geodetic network. The variance of unit weight for the 
stand- alone solution was 4,000,000!!! Even though the 
software provided for the analysis of partial solutions, 
the project team had not stopped the forward solution 
along the way because no serious data problems had 
arisen. 

To isolate the cause of the huge variance, the team 
returned to the fourth- and fifth-level Helmert ,blocks. 
(See fig. 18.13.) Stand-alone solutions were performed 
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for each of these. The problem was found in the 
Alaska block. It was finally discovered that on a single 
direction observation, the field which should have con­
tained the degrees of arc had been blanked out, result­
ing in a residual of approximately 30 degrees of arc. 
The correction of this single data transfer blunder 
brought the variance down to 14. This value was still 
unacceptably large. 

L-Ooking at the other regional values (fig. 18.14), 
large variances were also noted in block 149 (New 
England) and block 8 (Texas). In analyzing these 
blocks, the team found two additional direction ob­
servations that crossed the block validation boundaries 
and were in error. Removing these observations 
brought the variance of unit weight to 4 for the first 
solution. This was considered to be acceptable and the 
adjustment continued. 

The task remained to combine this block with the 
blocks from Canada and the space system observa­
tions. By design, the automatic combination of blocks 
stopped at this point. The remaining combinations 
were initiated explicitly by the project manager and 
team, since analysis and interaction were required at 
each step. Table 18.5 describes the blocks defined at 
this level and table 18.6 provides a statistical analysis. 

The typical set of computations that were made at 
any of the highest levels, without regard to investiga­
tion runs, started with the creation of the space system 
Helmert blocks, Doppler, and VLBI. The blocks for 
(I) Hawaiian Doppler and (2) special observations 
from DMA, including Doppler observations on Swan 
Island, were created separately. A special Doppler 
block containing just VLBI and Doppler observations 
at the Santa Paula VLBI site of the National Crustal 
Motion Network (NCMN) was also created. Thus be­
gan the series of combinations shown in figure 18.15. 

112 

-~.,.._,, 

l.-~~~ 

~ 

~ 

' ___J 

Figure 18.13. Fourth- and fifth-level Helmert blocks. 
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Figure 18.14. Variances in intermediate-level Helmert blocks. Each set of numbers represents the following: first 
number-unknowns, second number---observations, third number-variance, and fourth number---corrected 
variance. 

TABLE 18.5.-Highest level Helmert blocks 

900 Solution of highest level 
901 Block containing all observations and unknowns 
902 Constraint equations to equivalence mobile 

VLBI parameters 
903 Combination of U.S. plus Canadian data 
904 Special Helmert block containing Santa Paula 

VLBI site 
905 All U.S. data except Santa Paula 
906 Canadian data 
907 Reduction to Can.-U.S. junctions, Santa Paula, 

OMA, and Swan data 
908 Special DMA Doppler observations and Swan 

Island Doppler 
909 Hawaiian and U.S. terrestrial, Doppler, VLBI 
910 Special junction points considered interior at 

this level 
911 Hawaiian terrestrial, Doppler, VLBI 
912 Contiguous U.S. and Alaskan Doppler and 

VLBJ 
913 Contiguous U.S. and Alaskan Doppler 
914 VLBJ 
915 Hawaiian terrestrial, Hawaiian Doppler 
916 Hawaiian Doppler 
801 Highest level Hawaiian terrestrial 
802 Lower level Hawaiian terrestrial 
803 Lower level Hawaiian terrestrial 

A unique situation arose at the highest level for 
iteration 0. The U.S. terrestrial data, fixed VLBI data, 
and Doppler data were ready and available for adjust-

ment in October 1985. The Canadian data (block 906) 
and the mobile VLBI data (part of block 914) were 
not available and not expected to be ready until at 
least December 1985, possibly later. A decision had to 
be made whether to wait for these data or to continue 
iteration 0 without them. The basic factors in the 
decision were that iteration 0 still involved the final 
cleansing of the data and that the back solution and 
the next forward solution could be processed by the 

Figure 18.15. Helmert blocking strategy with highest 
level combinations. 
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time the other data sets were ready. The computations 
were continued. 

Now the entire data set was ready to be solved. The 
last step included the addition of constraints that 
would make all VLBI rotations and scale parameters 
equal. The equations had been formed assuming that 
each session of data had a unique set of rotation and 
scale parameters. After investigations and test solu­
tions, it was decided that all of the parameters should 
be reduced to a single set for all sessions. 

At the very top level (block 900) all unknowns 
became interior. At this point 897,861 unknowns had 
been eliminated and none was left! This solution was 
considered final for iteration 0. 

TABLE 18.6.-Analysis of highest level Helmert 
block stations and unknowns 

Cumulative 
Block Interior Junction interior Cumulative Inside 

No. unknowns unknowns unknowns observations stations 

80I 133 24 9015 18828 0 
802 3878 71 3878 8161 1208 
803 5004 96 5004 10667 1438 
900 1114 0 928735 1785772 0 
901 0 1114 927621 1785670 0 
902 0 0 0 102 0 
903 0 1112 927621 1785667 0 
904 0 4 0 3 0 
905 0 1068 905905 1741320 0 
906 21716 953 21716 44347 7454 
907 1967 1059 905905 1741296 0 
908 0 25 0 24 0 
909 0 3026 903938 1741296 0 
910 0 0 0 0 0 
911 0 1964 9015 21288 0 
912 0 1929 0 2427 0 
913 0 1621 0 1872 1 
914 0 372 0 555 49 
915 0 35 9015 18861 0 
916 0 31 0 33 0 

18.8 BACK SOLUTION 

After completion of the highest level solution, the 
results were substituted back down the strategy tree to 
the lowest level blocks. There was no interaction with 
this process. All computations were initiated automati­
cally by the DISPATCHER. Unfortunately, a few 
forward solution storage tapes were found to be un­
readable and had to be recreated. The entire back 
solution took just 1 week in the middle of October 
1985. 

18.9 ANALYSIS OF RESULTS-ITERATION 0 
(FIRST LINEARIZATION) 

The lowest level results were available by October 
20, 1985. Analysis and investigations required during 
the Helmert blocking computations varied widely in 
time and effort needed from one area of the country to 
another as well as from one phase of computations to 
another. Only a few people had been involved during 

the highest level and back solutions. Now the entire 
staff of more than 40 was reassigned to the project to 
perform the analysis of the results for iteration 0. 

Three solutions were obtained during iteration 0. 
The results of the first solution for the classical terres­
trial observations alone were: 

Total observations ........................................... 1,721,143 
Total unknowns .................................................. 897,218 
Variance of unit weight .......................................... 4.69 
Degrees of freedom ............... ......................... 823,925 

The results of a combined terrestrial, Doppler, and 
fixed VLBI solution were: 

Total observations.. . ............................. 1,723,198 
Total unknowns .................................. , ............... 897,861 
Variance of unit weight ....................... . ......... 4.74 
Degrees of freedom ........................................... 825,337 

Because the Canadian data had not been available, 
the results that were considered final had been ob­
tained by constraining the Canadian boundary junction 
positions. These results were: 

Total observations ........................................... 1,724,008 
Total unknowns ................................................. 897,861 
Variance of unit weight .................................. 6.06 
Degrees of freedom .......................................... 826,147 

The final values for the space system parameters 
were: 

Doppler Z rotation ......................... -0.744 arc second 
Doppler scale .............................................. -0.65 ppm 
VLSI X rotation .... ........... .............. - 0.080 arc second 
VLBI Y rotation .............................. -0.080 arc second 
VLSI Z rotation ............................ + 0.076 arc second 

The Doppler Z coordinates (in NSWC 9Z-2) had 
been translated +4.5 ma priori. 

The analysis at the end of iteration 0 examined the 
larger residuals as a means of detecting any remaining 
blunders. Since the results of iteration 0 did not pr<r 
duce final coordinates, care was taken to determine if 
relative position shifts were small. Otherwise, the exis­
tence of a large residual might only be a reflection of 
the nonlinear terms in the observation equation rather 
than a real indicator of a possible blunder. To aid in 
determining whether the residuals were accurate, least 
squares adjustments were run on the blocks in an 
isolated setting as well as in the combined simulta­
neous mode. These residuals were compared to the 
residuals after iteration 0. Main differences were found 
along the block boundary where the stand-alone adjust­
ment could not contain all information from the neigh­
boring block. As long as consistency was maintained, 
the residuals could be considered real and were ana­
lyzed. One other aid was to analyze the relative posi­
tion shift versus the linear error. Since the shifts be­
tween stations were expected to be reduced by at least 
one order of magnitude on subsequent iterations, the 
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residuals were analyzed when the relative shift vector 
was less than 10 times the linear error. The relation­
ship was as follows: 

relative shift = [(x2 - x1)
2 + (y1 - y1)

2]Y' 

linear error = sin (standard error) * distance of 
observation 

The same guidance that had been used in block 
validation was again followed in determining when to 
reject an observation, when to change the standard 
error associated with an observation, and when to un­
reject an observation. For this iteration, 9,379 observa­
tions had normalized residuals larger than 3.5. Of 
these, 1,671 were rejected and 2,457 were downweigh­
ted. A total of 1,044 previously rejected observations 
were readmitted. 

18.10 ITERATION I (SECOND LINEARIZATION 
AND SOLUTION) 

The subsequent iterations of NAO 83 were smooth­
er in both observation analysis and computer computa­
tions. By this time all of the observations had been 
reviewed on an individual basis, combined in small 
groups, and finally used in a simultaneous solution. 
The team was satisfied that all blunders had been 
detected and removed. The data base had been com­
pletely validated. All of the computer programs had 
been used together. 
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As mentioned in previous sections, some of the data 
inconsistencies discovered during iteration 0 were cor­
rected at the beginning of iteration 1. Geoid heights 
and deflections of the vertical were corrected. Rejec­
tion and standard error changes were made. 

The solution computations and analysis for the en­
tire iteration I required only 4 months, lasting from 
December 1985 to March 1986. (Iteration 0 had taken 
6 months.) Several factors played a role in this. First, 
more computer facilities were available at the end of 
December. Multiple parts of the strategy tree were 
started simultaneously. Second, the review of the mis­
closures went more quickly, since the primary task 
involved verification of previous decisions rather than 
new investigations. Lastly, the analysis of singularities 
was quicker because of the removal of observations to 
and from points that had been deleted from the com· 
putation. A Googe number of -10.00 for the latitude 
and longitude unknowns of these stations denoted a 
total singularity. This indicated that all observations 
had been successfully removed. 

During the forward solution, stand-alone adjust­
ments were completed and compared to the area solu­
tions from iteration 0. As shown in figure 18.16, most 
areas on the east coast improved significantly. The 
variance of unit weight in block 148 (Pennsylvania) 
decreased from 10.8 to 2.1, in block 75 (Virginia) the 
decrease was from 18.0 to 3.4, and for block 74 
(North Carolina) the decrease was from 16.8 to 1.8. 
Upon further study of the crustal motion models, the 
variance of unit weight for block l 94 (California) 
decreased from 6.5 to 2.5. 
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Figure 18.16. Variances in intermediate-level blocks for iteration 1. Each set of numbers represents the following: 
first number-unknowns, second number---observations, and third number-variance. 
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For the remaining iterations, the space data were 
split into two files. One file contained all VLBI sta­
tions including the terrestrial and GPS observations 
associated with them. This set also contained the 
Doppler observations at the non-tied stations. The oth­
er file contained all Doppler observations at stations 
that were tied to the terrestrial network. Mobile VLBI 
data were added to fixed VLBI data along with terres­
trial data at sites PALOS VERDES, QUINCY, PRE­
SIDIO, PASADENA, MONUMENT PEAK, and 
FORT ORD. The GPS ties at KODIAK, NOME, 
SOURDOUGH, CAPE YAKATAGA, and SAND­
POINT were also included. 

The initial iteration l solutions for the Doppler Z 
rotation parameter differed by 0.3 arc second from the 
solution obtained in iteration 0. This was considered to 
be unacceptable. The only reason for this difference 
could be the mobile VLBI observations which were 
added at iteration I. Numerous solutions were run to 
investigate which mobile VLBI baseline was causing 
the problem. To isolate the inconsistency, it was neces­
sary to remove the mobile VLBI observation groups 
one at a time. 

After performing several test runs, the SANT A 
PA ULA site was isolated as the source of the problem. 
The cause might have been a weak connection to 
VANDENBURG. Because of the location of the 
VANDENBURG station and the consistently poor 
weather, the position of the antenna was considered 
minimally acceptable. This group was deleted, along 
with the SANTA PAULA terrestrial group. This 
eliminated a tie to the DEADMAN LAKE site, but 
since the connection was so poor to begin with (this is 
the only observation) and since coverage throughout 
California is already dense, the decision did not cause 
a problem. 

The observations at the PEARBLOSSOM site also 
appeared to cause problems, as evidenced by large 
residuals. Therefore, this group was also deleted. 

Additional Doppler observations also became avail­
able for this iteration. Doppler observations at PEAR­
BLOSSOM NCMN <7254>, HARVARD RM 3 
1979, and KODIAK MON <7278>(three observa­
tions) were identified in a file of observations at Dop­
pler stations that had not been matched to terrestrial 
stations. These were added to the non-tied group. An 
observation at QUINCY 7221 NCMN 
(0391204440018), also identified in the same file, was 
added. Two observations each at BOB 1925 
(0521742240018) and BAKER EAST BASE 1945 
(0511803140022) in Alaska were observed by a private 
contractor, Itech, Ltd., to provide needed control in 
the Aleutian chain. These observations were also ad­
ded. Because SATELLITE TRI STA 111 1965 
(0341173140004) had erroneously been deleted or 
omitted from the file in the previous iteration, it was 
added at this time. Also, the positions and observations 
found to be misidentified in iteration 0 were corrected 
and added. ELY AIRPORT I954 (039II43420008) 
had two distinct positions in the data base, a read­
justed position and the original position which had 
never been deleted. Since the position in the Doppler 

file was the original one, it was corrected. (The data 
base had already been corrected during block valida­
tion when the adjustability flag was set.) The Doppler 
observations at the following stations also had large 
residuals and were deleted: 4189 CONSEJO 
(OI808824IOOOI), II06 A TURBIAS EC 
(OI 7089I I30002), 4089 BT-I (CAYO) 
(OI 70892230005), PILOT I926 (035I I 72I40002), and 
SPEEDY GSC I967 RM2 I975 (048I2324I0002). 

The reduced normal equations from the Canadian 
network were available for this iteration and were 
included. 

The three final solutions obtained during iteration 
are outlined as follows. 

The results of the classical terrestrial solution are: 

Total observations .......................................... 1,720,374 
Total unknowns ................................................. 897,131 
Variance of unit weight 
Degrees of freedom ......................................... . 

2.00 
823,243 

The results of a combined terrestrial, Doppler, and 
VLBI solution were: 

Total observations. . ........................... l,741,668 
Total unknowns .................................................. 906,968 
Variance of unit weight ...................... ................. 2.01 
Degrees of freedom ........................................... 834,700 

The combined U. S. and Canadian results were: 

Total observations .......................................... 1,786,037 
Total unknowns .................................................. 926,448 
Variance of unit weight . ............................ . .... 2.01 
Degrees of freedom ........................................... 857 ,589 

The final values for the space system parameters 
were: 

Doppler Z rotation. -0.721 arc second 
Doppler scale ....................... . ........... -0.53 ppm 
VLBl X rotation.... . ............. +0.030 arc seoond 
VLBI Y rotation ..... . 
VLBI Z rotation .......................... . 

+0.030 arc second 
+ 0.110 arc second 

The Doppler Z coordinates (in NSWC 9Z-2) had been 
translated +4.5 m a priori. 

Some singularities remained for the final solution of 
iteration I. St. George Island and St. Paul Island in 
Alaska did not have Doppler control. One station on 
each island was held fixed. A Canadian junction sta­
tion, KINGSVILLE USLS, did not have enough ob­
servations to it and so could not be positioned. The 
FLAGST Aff NCMN 2 station required a longitude 
constraint. Errors in the HA V AGO program had re­
duced the tie to terrestrial data. Lastly, the SANTA 
PAULA NCMN station required a longitude con­
straint. The site at this station was thought to be 
connected to the rest of the network only through the 
VLBI vector. Weakness in the vector and the weights 
justified constraining the longitude for this iteration. 
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After the back solution was completed, only 2,046 
observations were found to have normalized residuals 
greater than 3.5. Because there were far fewer such 
observations, this analysis proceeded more quickly than 
it had for iteration 0. Of these observations, 549 were 
rejected and l,065 were downweighted. A total of 319 
previously rejected observations were readmitted. 

The adjusted coordinates for the junction points 
were sent to the Geodetic Survey of Canada, so that a 
separate back solution could be carried out for the 
Canadian network. 

18.ll ITERATION 2 (THIRD LINEARIZATION 
AND SOLUTION) 

The last iteration began in April 1986. Its comple­
tion on July 31, 1986, was recognized as the official 
completion date of NAD 83. Data errors which had 
caused HA V AGO to fail when the terrestrial data at 
the FLAGSTAFF site were processed were corrected 
and the resulting data added to the file. OMA Doppler 
observations were added for the Alaska Islands where 
singularities had occurred during iteration 1. Observa­
tions were added to the U. S. Lake Survey station 
KINGSVILLE to resolve the singularity. 

After iteration l, fixed VLBl observations from 
1985 were added and a test adjustment was run. A 
major blunder was evident at the OILCREEK site. 
OILCREEK is unique in that both mobile and fixed 

observations were measured there. It was found that 
when the OILCREEK observations and position were 
added to the mobile VLBI data for iteration I, the 
position used was that at the antenna, while the data 
had been reduced to the monument. The adjustment 
had shifted the position to the monument. Now the 
observation being added was a fixed VLBI observation 
to the antenna. The preliminary position had to be 
changed back to the antenna. 

An additional misidentification of a Doppler station 
was found and corrected. MARK NW COR BLDG 
1970 (0311104340004) should have been HOPKINS 
1970 (OJ 11104340003). 

After processing had already begun for the last 
iteration, it was discovered that terrestrial observations 
for a Doppler station, TRANET 747 USAF 1973 
(0411043310010), had not been included. The benefit 
of adding the observations at that time did not justify 
the cost of returning to the lowest level and starting 
again. 

At the highest level, numerous investigations were 
undertaken to resolve the different solutions possible 
when using different observations. The various inves­
tigative data sets included Doppler observations at 
station BALDY, Doppler observations at station SAN­
TA PAULA, DMA Doppler observations on St. Paul 
and St. George Islands, AK, and simulated Doppler 
observations on Swan Island and Buldir Island. Table 
18.7 shows the 17 investigations and their results. 

TABLE 18.7.-Iteration 2-Highest level test runs 

Observations Parameters Doppler VLSI Doppler 
Included Included Variance Z Rotation Rotation Scale Singularitie:; Comments 

Terrestria11 VLSI X.Y,Z 1.837 -0.72 +0.12 -0.53 Santa Paula5 Hawaii (HI) Doppler 
Doppler2 rotations (HJ =6.58) Swan Island Group not equivalenced 
VLBI Doppler Z rotation Buldir !:;land to U.S. Doppler Group 
Hawaii terrestrial Doppler scale St. Paul Island 
Hawaii Doppler St. George Island 

Canada junctions 
HI Doppler scale 

Terrestrial1 Same as above 1.837 -0.71 +0.12 -0.53 All of the above Hawaii Doppler 
Doppler2 eJ\cept equivalenced to 
VLBI HI Doppler scale U.S. Doppler 
Hawaii terrestrial 
Hawaii Doppler 

Terrestria11 VLBI X.Y.Z 1.830 -0.44 +0.39 None Doppler observations 
Doppler2 rotations at Baldy corrected 
VLBI VLBI scale Simula1ed Doppler 
Canada Doppler Z rotation Stations have SE=0.8. 
Simulated Doppler~ Doppler scale trans-
All Hawaii formed -0.6 ppm 

Terrestria1 1 Same as above 1.837 -0.40 +0.44 Canada junctions Same as above without 
Doppler2 Canada 
VLBI 
Simulated Doppler 
All Hawaii 

Terre~trial 1 

Doppler2 
Same as above 1-837 -0.40 +0.44 Canada junctions Incorrect Baldy 

observations used 
VLBI 
All Hawaii 
Simulated Doppler8 
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TABLE 18.7.-Iteration 2-Highest level test runs (continued) 

Observations 
Included 

Terrestrial 1 

Doppler2 

VLBI 
All Hawaii 
Simulated Doppler& 

Terrestria!1 

Doppler2 

VLBI 
All Hawaii 
Simulated DopplerR 

Same as above 
with Canada 

Parameters 
Included Variance 

VLBI X,Y,Z 1.837 
rotations 
Doppler Z rotation 
Doppler scale 

VLBI X.Y,Z 1.836 
rotations 
VLBJ scale 
Doppler Z rotation 

Same as above 1.829 

Terrestrial 1 Same as above 1.829 
Doppler2 

Simulated Doppler8 

Canada 
All Hawaii 

Terrestrial1 Same as above 
Doppler3 

VLBI 
Simulated Doppler8 

All Hawaii (no Canada) 

Terrestrial 1 Same as above 
Doppler1 

VLBI 
All Hawaii 
(No Canada or 
simulated Doppler) 

Terrestrial 1 Same as above 
All Hawaii 
Doppler4 

VLBI 

Add deck with Same as above 
poor Doppler on 
St. George and St. Paul 
Islands to above 

Add simulated 
Dopplers on 
Buldir Island 

Add simulated 
Doppler on Swan Is. 

Add Canadian deck 

Add Santa Paula 
Doppler SE=0.4 

Change Santa Paula 

Same as above 

Same as above 

Same as above 

Same as above 

Same as above 

l.836 

1.836 

1.836 

1.836 

1.836 

1.836 

1.829 

1.829 

1.829 

Doppler 
Z Rotation 

-0.40 

-0.72 

-0.73 

-0.46 

-0.41 

-0.4! 

-0.41 

-0.41 

-0.41 

-0.41 

-0.46 

-0.46 

-0.70 

VLBI 
Rotation 

+0.44 

+0.12 

+0.10 

+0.38 

+0.42 

+0.42 

+0.42 

+0.42 

+0.43 

+0.43 

+0.38 

+0.38 

+0.14 

Doppler 
Scale 

-0.53 

Singularities 

Canada junctions 

Santa Paula5 

Swan Island 
Buldir Island 
Canada junctions 

Santa Paula5 

Swan Island 
Buldir Island 

None 

Canadian junctions 

Swan Island 
Buldir Island 
St. Paul Island 
St. George Island 
Canadian junctions 

Santa Paula6 

Swan Island 
Buldir Island 
St. Paul Island 
St. George Island 
Canadian junctions 

Santa Paula6 
Swan Island 
Buldir Island 
Canadian junctions 

Santa Paula6 

Swan Island 
Canadian junctions 

Santa Paula6 

Canadian junctions 

Santa Pauia6 

None 

Santa Paula 7 

Comments 

Correct Baldy obs. 
Doppler not trans­
formed. Scale on 
Doppler not on VLBI 

Correct Baldy Obs. 
Additional Doppler 
Reg & SE changes 
SE 9.9 on simulated 
Doppler deck. 

SE reduced to 1.1 m 
in simulated deck 

Simulated Santa Paula 
observations removed 
SE on actual Santa 
Paula observations 
reduced from 0.8 to 0.4 

SE on real Santa 
Paula observation=0.4 
No simulated or bad 
observations 

Delete real Santa 
Paula Doppler 
observation 

This solution used 

1 Terrestrial deck contains all classical horizontal observations in the continental U.S., Alaska, Puerto Rico, and Central America 
1 Doppler deck containing observations at Santa Paula with standard error SE=0.8. 
3 Doppler Deck containing observations at Santa Paula with standard error SE=0.4 
4 No Observations at Santa Paula in the Doppler deck. 
5 Googe Numbers= X = -0.3.5; Y = -0.01 
6 Googe Numbers = X = - 7.38; Y = -6.40 
7 Googe Numbers = X = -0.06; Y = -0.!6. 
3 The "simulated~ Doppler deck contains poor DMA Doppler observations on St. Paul and St. George Islands, AK, along with "simulated~ 

Doppler observations on Swan Island and Buldir Island; and an additional simulated Doppler observation in the Santa Paula network The Santa 
Paula observation was subsequently removed (as indicated in comments sections). 
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The results of these investigations were divided into 
two groups. The first group had a Doppler Z rotation 
of approximately -0.72 and a VLBI Z rotations of 
about + 0.12. The second set of rotations approxi­
mated -0.46 and +0.38 respectively. The first group 
always had the VLBI site of SANTA PAULA as 
singular. This observational set used a terrestrial net­
work that was not connected to any other terrestrial 
stations, a space system table top survey to tie the 
terrestrial stations to the Doppler and VLBI stations, a 
Doppler observation, and a VLBI observation. These 
observations together should have been sufficient to 
solve the network at SANTA PAULA; however, de­
pending on the weight placed on the Doppler observa­
tion, two very different answers were obtained. For the 
solution to have no singularities, the weight on the 
Doppler observations at this station needed to be tight­
ened from the average of 0.8 m to 0.4 m. (See fig. 
18.17.) 

The sixteenth trial solution was selected for NAD 
83. Thus the final statistics are: 

Total observations ........................................... 1,785,772 
Total unknowns .................................................. 928,735 
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Variance of unit weight ........................................ 1.829 
Degrees of freedom ........................................... 857 ,037 

The final values for the space system parameters 
were: 

Doppler Z rotation .......................... -0.449 arc second 
VLBI X rotation .............................. + 0.022 arc second 
VLBI Y rotation .............................. +0.026 arc second 
VLBI Z rotation .............................. +0.375 arc second 
VLBI scale ................................................. -0.075 ppm 

Doppler Z observations were translated +4.5 m and 
scaled by -0.6 ppm a priori. The Doppler scale un­
known was eliminated and a VLBI scale unknown 
added. Investigations in the VLBI field had lead to a 
definition of the BIH meridian which was adopted for 
NAD 83. Since the mathematical model of the adjust­
ment did not allow for the solving of the astronomical 
meridian separate from the BIH, the parameters were 
solved as follows: a Canadian Doppler Z rotation of 
-0.443 arc second and a U.S. Doppler Z rotation of 
-0.455 arc second. These values were averaged to the 
joint result of -0.449 arc second. The above definition 
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Figure 18.17. Santa Paula site sketch. 
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of the BIH was a -0.814 arc second rotation for 
Doppler to the BIH meridian. To obtain the required 
final value, a further -0.365 arc second was applied 
to all longitudes. Figure 18.18 shows the relationships 
between NAD 83 space parameters. 

DOPPL:::R SCALE CYANGE = -0.600 P?\1 
Vlol SCAe_E CHANCE = -0.075 PPivl 

Figure 18.18. Orientation and scale relationships. 

In the final NAD 83 solution, 455 normalized re­
siduals were greater than 3.5. 

18.12 SPECIAL PARAMETERS AND UNKNOWNS 

The space system parameters were discussed in the 
previous sections on iterations 0, 1, and 2. In addition 
to these special parameters, there were special scale 
unknowns for systematic errors in groups of distance 
observations, as described in Creation of the APF. 
Chapter 6 discusses the reasons for these unknowns. 
Table 18.8 lists the final values for the observation 
class deck parameters. 

TABLE 18.8.-Special parameter values 

Unknown Identifier Final value Standard error 

AZLIGHT -1.36718 ppm 0.245 ppm 
CA LIGHT -0.78012 ppm 0.100 ppm 
CDAERO -3.95600 ppm 0.401 ppm 
FLLIGHT 2.89880 ppm 0.399 ppm 
FLMICRO -0.18795 ppm 2.430 ppm 
GEODIMETER -0.23688 ppm 0.049 ppm 
IBCLIGHT -0.59974 ppm 0.768 ppm 
IBCMICRO 3.10641 ppm 0.683 ppm 
IBCTAPE -14.32133 ppm 1.153 ppm 
IDMICRO -1.10761 ppm 0.883 ppm 
ILMICRO - 8.88897 ppm 0.441 ppm 
KYLIGHT 14.55963 ppm 5.400 ppm 
KYMICRO 5.10219 ppm 0.570 ppm 
LA LIGHT 2.31350 ppm 0.449 ppm 

TABLE 18.8.-Special parameter values (continued) 

Unknown Identifier 

MD MICRO 
MEMICRO 
MNLIGHT 
MNMICRO 
MSMICRO 
NCLIGHT 
NEMICRO 
NMLIGHT 
NMMICRO 
ORMICRO 
PAMICRO 
TELLUROMETER 
TNMICRO 
VAMICRO 
XCDLIGHT 
YCDMICRO 

VLBI X ROTATION 
VLBI Y ROTATION 
VLBI Z ROTATION 
VLBISCALE 
DOPPLER Z ROT 

Final value 

0.63379 ppm 
-18.64216 ppm 
-1.41113 ppm 
-1.08156 ppm 
11.37948 ppm 
0.15428 ppm 
3.32683 ppm 

-1.43044 ppm 
3.53219 ppm 
9.89767 ppm 
5.34388 ppm 
1.54100 ppm 
2.99565 ppm 
1.54079 ppm 

-0.86389 ppm 
2.33160 ppm 

0.022 second 
0.026 second 
0.375 second 

-0.07889 ppm 
-0.455 second 

Standard error 

1.293 ppm 
1.486 ppm 
0.195 ppm 
0.548 ppm 
1.214 ppm 
0.217 ppm 
0.484 ppm 
0.312 ppm 
0.420 ppm 
1.371 ppm 
0.252 ppm 
0.080 ppm 
0.287 ppm 
0.281 ppm 
0.097 ppm 
0.095 ppm 

0.006 second 
0.004 second 
0.044 second 

0.014 ppm 
0.043 second 

The a priori transformations for Doppler positions 
were: 

Translation X: .................................................... 0.000 m 
Translation Y: .................................................... 0.000 m 
Translation Z: .................................................... 4.500 m 
Scale change: ............................................. -0.600 ppm 

The height-controlled mathematical model was 
unique in that each space system station was asso­
ciated with two heights. The first height was the 
elevation needed for the classical reduction of observa­
tions. The second was the up coordinate in the rectan­
gular coordinate system of the three-dimensional space 
system. The shifts at each of these stations were ana­
lyzed at the conclusion of the NAD 83 adjustment. 
Some elevations which had been scaled from maps 
were given a more accurate elevation. (See table 18.9.) 
To use the NAD 83 coordinates in a three-dimensional 
mode, the corrections to all of the space system points 
must be taken into account. 

TABLE 18.9.-Elevation changes to space system 

Name 

CAL CO 160-A 1963 RM 8 
CAL CO 160-A 1963 RM 7 
CALCO 41-A 
PENTHENY 1919 
T 41 1955 
SAT TRACK STA 104 1973 
HENRY 1934 
FLAT TOP 1934 
RESERVE 1933 
BLACK POINT 2 1933 
RENFROE 1934 RM 5 
MIAMI 1938 
WINDING STAIR 1919 
BUFFALO 1952 
SIGNAL 1952 
GASOLINE 1964 

Old elevation New elevation 
(m) (m) 

0 
0 
0 

98 
450 

7 
1225 
2019 

26 
247 
151 

1225 
725 
661 
439 
762 

27 
27 
10 

100 
460 

5 
1223 
2020 

29 
246 
149 

1227 
722 
650 
437 
761 
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TABLE 18.9.-Elevation changes to space system TABLE 18.9.-Elevation changes to space system 
(continued) (continued) 

Name Old elevation 
(m) 

WINKLE !934 1694 
SAN FERNANDO !898 RM 3 1142 
ST ELMORE 1934 295 
CASTRO SLOPE 1932 826 
MOLERA 1932 22 
POINT NO POINT 2 1934 0 
TUCKERMAN 1934 ' CEDAR POINT 2 1934 2 
THOMAS 1961 144 
GREEN 1954 127 J 
BCTS NO 3 1966 42 
ACADEMY HILL 2 NYSS 1934 '14 
MOUND 1942 236 
MCM 91 1939 276 
FINLAND 1952 594 
GURA 1907 5 
JOE !941 I 
VOLEAST 1941 93 
BEL 1925 0 
NOL 1923 23 
FORT WRANGELL NB 2 1916 ' GOOSE 2 1930 38 
DRIFT 1931 186 
NOF 2 1967 27 
POV 1908 6 
WIDE 1931 6 
MINERS POINT 1908 46 
TOPE 1929 12 
CLEFT 1908 15 
EDDIE 1959 1 
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(m) 

1699 
1139 
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827 
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2 
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Name Old elevation New elevation 
(m) (m) 

AIRPORT 1959 1 8 
BAY-COVE POINT 1907 I 9 
TREE 1927 8 iO 
LOOK 1930 2 5 
RATION 10 14 
GLOBE BI E USE 1961 67 69 
FAREWELL ET USGS 454 456 
SAVOOGNA 1951 RM 1 51 50 
LAKE 1945 2 4 
GEO STA 20197 1973 9 7 
NAN 1947 16 14 
TESTCELL 1949 3 I 
FAIR 1965 143 142 

18.13 CONVERGENCE TESTS 

At each iteration of the adjustment the magnitude 
of the corrections to station coordinates was examined. 
As can be seen from figure 18.19, the iteration 0 mean 
vector shifts and their standard deviations were high 
and relative accuracy varied from area to area. The 
mean absolute vector shift was 4.0 m with a standard 
deviation of 7 .2. The direction of the vectors was not 
computed for this iteration. 

The next iteration, shown in figure 18.20, produced 
much smaller shifts. Shifts were larger where the iter-
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18.19. Mean shifts from iteration 0. 
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Figure 18.20. Average latitude and longitude shifts from iteration 1. 

ation 0 area variance of unit weights was high, neces­
sitating more corrections (i.e., along the east coast). 
Larger shifts also were computed along the 
U.S.-Canada boundary where positions had been con­
strained for iteration 0. The average vector shift was 
1.78 m with a standard deviation of 1.43. The vectors 
were in a northeasterly direction. 

A convergence criterion became necessary. The 
adopted definition stated that all relative shifts in the 
primary network should be 1:100,000 or smaller. Any 
other large shifts would be analyzed in accordance 
with the accuracy of that part of the network. 

The criteria for each large shift included: 1) nature 
of the station, 2) shift relative to nearby stations, 3) 
whether the relative shift was larger than the predicted 
uncertainty for the observing technique(s) and geome­
try, and 4) whether the shift was a drift or an oscilla­
tion. 

When the shifts for iteration 1 were analyzed, the 
average shifts per block indicated that the criterion of 
1: 100,000 had been met. However, relative shifts be­
tween stations failed to meet stated criteria in several 
areas. For example, figure 18.21 depicts an area in 
New York along the U.S.-Canada boundary showing 
relative shifts of 1: 10,000, 1 :32,000, l :70,000, and 
1: 100,000. There were quite a few areas along the 

U.S.-Canada boundary like this. Figure 18.22 shows an 
area in Arkansas that had unacceptably large relative 
shifts between close stations. These and other similar 
situations appeared in sufficient quantity to warrant 
another iteration. 
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Figure 18.21. Block 178. Individual station shifts in 
meters from iteration 1. 



Chapter 18. Project Execution 191 

608 
- 967 

.632 
-.932 .557 

-.861 

631 
-.947 

35 54N 

35 39N 

35 24N 

35 9N 

~---~---~---~~--~-~ 34 54N 
91 6W 90 51W 90 36W 90 21W 906W 

Figure 18.22. Block 43. Individual station shifts in 
meters from iteration 1. 

The last iteration for NAD 83 reduced the absolute 
position shifts to the sub-decimeter level. (See fig. 
18.23.) The average vector shift was 0.08 m with a 
standard deviation of 0.07. The analysis of individual 
station position shifts had become acceptable to the 
criteria for the order and nature of the stations and 
the geometry of the network. 
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19. ACCURACY ANALYSIS 

Richard A. Snay 

19.1 INTRODUCTION 

The North American geodetic community undertook 
the NAD 83 project to provide a more accurate hori­
zontal reference system for supporting modern survey­
ing and mapping activities. With the help of high­
powered computers and sophisticated computational 
techniques, new horizontal coordinates were rigorously 
determined for more than 250,000 geodetic stations. 
The accuracy characterizing these new coordinates 
constitutes the topic of this analysis. 

Just as position may be considered in either the 
absolute or the relative sense, so also can positional 
accuracy be considered. The term absolute positional 
accuracy is used to characterize the error in the lati­
tude and longitude coordinates of a station relative to 
certain defined parameters of the reference system. It 
is important to realize that absolute positional accu­
racy is still relative; it is only meaningful within the 
context of the given reference system. On the other 
hand, relative positional accuracy is used to character­
ize the error in the coordinates of one station relative 
to the coordinates of another station. Relative posi­
tional accuracy is conventionally expressed in terms of 
distance accuracy and orientation accuracy. 

Geodetic stations may be categorized into control 
points and landmarks. A control point is an accurately 
positioned station whose ground location is identified 
with special monumentation (often a brass marker). 
Landmarks include such structures as radio towers, 
church steeples, and water tanks. Not all stations in 
the geodetic reference system are positioned with the 
same accuracy. To differentiate among accuracy lev­
els, NGS has assigned each control point an order in 
accordance with accuracy standards established by the 
Federal Geodetic Control Committee (FGCC, 1984). 
Standards exist for first-, second-, and third-order con­
trol points. Of these, first-order control points have the 
greatest accuracy, and third order, the least. Land­
marks are usually positioned to less than third-order 
accuracy. Identified here as fourth-order stations, land­
marks have been positioned for the convenience of 
surveyors in orienting low-0rder surveys. 

Tn this chapter, positional accuracy is explored from 
four perspectives. First, NAD 83 coordinates are com­
pared with coordinates derived from recent Global 
Positioning System (GPS) surveys. This comparison 
has led to the formulation of empirical rules that 
suitably quantify distance accuracy and orientation ac· 
curacy when interstation distances range between IO 
km and 100 km. For example, for first-order stations 
in the 48 conterminous states, the empirical rule for 
distance accuracy was found to be 

e = 0.008 K' 1
• (19.1) 

Here the root mean square (rms) error in distance 
(e, measured in meters) is characterized as a function 
of interstation distance (K, measured in kilometers). 
Second, the residuals of the various observations as 
obtained from the NAO 83 adjustment are examined. 
These residuals identify some local and regional prob­
lems with NAO 83 coordinates. The residuals also 
indicate that third-0rder observations in coastal areas 
may have been overweighted. Third, the covariance 
matrix of the adjusted coordinates is analyzed as it 
pertains to Alaskan stations. Covariance matrix ele­
ments have yet to be computed for the remainder of 
the United States. This covariance analysis reveals that 
absolute positional accuracies are similar in magnitude 
for first-, second-, and third-0rder stations, and that 
relative positional accuracies for Alaska are demon­
strably poorer than those for the 48 conterminous 
United States. Fourth, various error sources are inves­
tigated. In particular, those errors associated with the 
adopted values for deflections of the vertical, for 
crustal movements, and for station heights are consid­
ered. These adopted values were held fixed in the 
NAD 83 adjustment. Also the error associated with 
leveling a theodolite (the instrument used for measur­
ing directions and azimuths) is considered. Section 
19.9 summarizes the analysis. 

19.2 NAD 83 VERSUS GPS 

During the mid-1980s, NGS adopted GPS technol­
ogy to position new geodetic stations relative to exist­
ing stations. By 1988, NGS had added more than 30 
GPS surveys. (See fig. 19.1.) Only one of these GPS 
surveys, however, was performed soon enough to in­
clude its observations in the NAD 83 adjustment. The 
observations from the remaining GPS surveys, there­
fore, provide an independent standard for gauging the 
relative positional accuracy of NAD 83 coordinates. 
These GPS observations have an accuracy of about 
one part-per-million (ppm) and, hence, provide an ex­
cellent standard. 

For each of several selected GPS surveys, a mini­
mally constrained adjustment of the corresponding 
data was performed by holding fixed the NAO 83 
coordinates of one previously existing station in the 
survey. Also, the ellipsoidal height of this station was 
held fixed to an adopted value, The adjustment pro­
duced three-dimensional coordinates (latitude, longi­
tude, and ellipsoidal height) for all stations in the GPS 
survey. For the pre-existing stations, the differences 
between their OPS-derived horizontal coordinates and 
their NAD 83 coordinates were then plotted as vectors 
onto maps, one map for each GPS survey. Figure 19.2 
shows a sample of four such maps. In each map, a star 
identifies the "fixed" station. The circles at other sta-
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tions represent tolerances for the plotted vectors. These 
tolerances correspond in value to Federal Geodetic 
Control Committee ( 1984) standards for distance ac­
curacies. For a first-order station, the circle's radius 
equals 1:100,000 of the distance from the station to 
the fixed station. For second- and third--order stations, 
the circle's radius corresponds to 1 :50,000 and 
1:10,000, respectively. The maps in figure 19.2 illus­
trate that differences between GPS and NAO 83 co­
ordinates for relative position are significantly less than 
FGCC standards most of the time. 

The agreement between GPS and NAO 83 was 
explored further to quantify relative positional accu­
racy for the NAD 83 coordinates. A horizontal dif­
ference vector between GPS-derived coordinates and 
NAD 83 coordinates, such as the vectors depicted in 
figure 19.2, was computed for each pair of NAD 
stations in each GPS survey, even for pairs that do not 
include the fixed station. The collinear component of 
such a vector (the component parallel to the line 
connecting the two stations) quantifies the distance 
error over the interstation line. The transverse compo­
nent of the vector (the component perpendicular to the 
line) quantifies the orientation error. For this sample 
of vectors, both components tend to increase in size as 
a function of interstation distance. The relation is 
approximated with the equation 

e = aK". (19.2) 

Here e denotes the rms value of the vector compo­
nent in meters, and K denotes interstation distance in 
kilometers. The parameters a and b are quantities 

-116° -106° -96° 

40° 

35° 

30° 

whose values depend upon whether e refers to the 
collinear or the transverse component and also upon 
line classification. (A line is assigned the order of the 
least accurate station connected by it.) Table 19.l lists 
suitable values for a and b for first-, second-, and 
third-order lines. The graphs in figure 19.3 illustrate 
how the rms errors predicted with eq. 19.2 compare 
with the actual rms errors obtained from the available 
sample of horizontal difference vectors. The a and b 
values were chosen so that predicted rms errors gen­
erally exceed actual rms errors. Also in selecting a and 
b, greater emphasis was placed in matching rms errors 
when interstation distances range between 10 and 100 
km. The form of eq. 19.2 and the values for a and b 
were chosen mainly for empirical reasons as opposed to 
theoretical reasons. These choices, however, were influ­
enced by the report, North American Datum, prepared 
by the National Academy of Sciences/National Acad­
emy of Engineering (1971: p. 24). 

TABLE 19.1.-Valuesfor parameters in eq. 19.2 

Collinear 
Line order component 

First a = 0.008 
b ~ 0.7 

Second a = 0.010 
b ~ 0.7 

Third a = 0.010 
b ~ 0.7 

-86° -76° 

a 
[] 

D 

D 

Transverse 
component 

a = 0.020 
b ~ 0.5 

a = 0.025 
b ~ 0.5 

a = 0.030 
b ~ 0.5 

-66° 
50° 

40° 

35° 

30° 

~, 

25°t:_J~.L._L_JL__j__J_~L..:lL__l~J__L_JL..-1-->'-L_-1.._J~.L.-'-_JL..-1-_J_~L_.<;:"-"1 ~.L....L....J~.L..:: 25° 

-66° -126° -116° -106° -96° -86° -76° 

Figure 19.1. Rectangles locate the GPS surveys used to evaluate NAD 83 accuracy. The shaded rectangles locate 
the GPS surveys for which vector differences are plotted in figure 19.2. 
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An expression in the form of eq. 19.2 was also 
employed by Simmons (1950) to characterize distance 
accuracies for first-order lines in the NAD 27 refer­
ence system. Simmons' values for a ( = 0.059) and b 
( = 0.667) were determined empirically to approximate 
the misclosures of several large loops in the then­
existing first-order geodetic network. According to 
Joseph F. Dracup, former chief of the NGS Horizontal 
Network Branch (personal communication, 1989), Sim­
mons used the formula to represent the 2-sigma error 
level. The values in table 19.1, on the other hand, 
represent the rms error between GPS and NAO 83, 
and hence these tabulated values approximate the 
I-sigma level. Taking this difference into account, Sim­
mons' values yield error estimates more than 3 times 
greater than the values given in table 19.l for NAD 
83 first-order distances (a = 0.008, b = 0. 7). This 
result reflects a large improvement in the relative 
accuracies for the new NAD 83 coordinates. The im­
proved relative accuracies for NAD 83 may be attrib­
uted to several reasons. Electronic distance measure­
ment technology became operational in the mid-1950s, 
and as a result, more than 80 percent of all distance 
measurements have been observed since this time. 
About 75 percent of the 4,470 astronomic azimuth 
observations have been performed since 1960. The 
highly precise (-1 ppm) Transcontinental Traverse sur­
veys were conducted in the 1960s and 1970s to provide 
a new framework for the National Geodetic Reference 
System. Space-related technologies for geodesy became 
operational in the 1970s, and more than 600 Doppler 
positions and over 100 Very Long Baseline Inter­
ferometry (VLBI) baselines have since been estab­
lished in the United States. Finally, in using the best 
available predictions for deflections, geoid heights, and 
crustal movements, the NAD 83 coordinates were ob­
tained with greater scientific rigor. 

It is important to realize that eq. 19.2 provides only 
a statistical measure of quality. Deviations from eq. 
19.2 due to local and regional conditions may be 
expected. Short lines (K < IO km) exhibit large de­
viations because their accuracies depend highly on 
local network geometry and on their relative closeness 
to measured distances and azimuths. Moreover, the 
GPS versus NAD 83 comparisons, upon which eq. 
19.2 is based, contained relatively few lines under IO 
km in length. Consequently, the user should not rely 
on eq. 19.2 for characterizing the accuracy of such 
short lines. Also, as to be discussed in section 19.5, eq. 

19.2 should not be used for Alaska, where the network 
geometry is considerably weaker than that found in the 
48 conterminous states. 

According to eq. 19.2, relative positional error 
grows nonlinearly as a function of K. In particular, 
b < 1.0. For simplicity, however, relative positional 
error has often been expressed as a linear function of 
K. This simplification corresponds to the assumption 
that b = 1.0, and it enables relative positional error to 
be expressed as a ratio not depending on K, for exam­
ple, 1:100,000. Figure 19.4 illustrates the inadequacy 
of using linear relations. Because of its nonlinear de­
pendence on K, relative positional accuracy cannot be 
rigorously quantified without specifying K. Moreover, 
although eq. 19.2 represents relative positional accu­
racy better than linear relations, even this expression 
becomes inaccurate for representing accuracy at large 
interstation distances (K > 100 km). That is, eq. 19.2 
inaccurately predicts that relative positional error will 
continually grow as interstation distance increases. In 
actuality, positional error (both absolute and relative) 
is bounded in size due to the presence of Doppler and 
VLBJ observations. 

Figure 19.4 also demonstrates that, for first-order 
lines exceeding 10 km in length, the rms collinear 
error is Jess than 4 ppm (1:250,000). Consequently, 
based on statistical considerations, the collinear camper 
nent of the difference between GPS and NAD 83 
coordinates for these lines should meet first-order 
FGCC standards (1:100,000) about 99 percent of the 
time. Table 19.2 shows that this actually is the case 
for the available sample of vector differences. More­
over, table 19.2 gives appropriate statistics for both 
the collinear and the transverse components and for 
first-, second-, and third-order lines. A surprising result 
is that the accuracies of second- and third-order lines 
in the sample also exceed the first-order FGCC stan­
dard a large percentage of the time! Thus the accura­
cies of these second- and third-order lines greatly ex­
ceed the second- and third-order FGCC standards 
(1:50,000 and 1:10,000, respectively). Such good accu­
racy is not necessarily intrinsic to the quality of third­
order observations, but it is obtained by integrating 
these observations into a network whose framework is 
based on more accurate measurements. Consequently, 
the good results given in table 19.2 do not correspond 
to all third-order lines. In particular, these results 
generally do not correspond to third-order lines under 
l 0 kin in length. 

TABLE 19.2.-Distributionfor vector differences between GPS and NAD 83 coordinates 

Magnitude of Magnitude of 
collinear component transverse component 

Line Sample 
length size 0-5 ppm 5-10 ppm 10+ ppm 0-5 ppm 5-10 ppm 10+ ppm 

Line order (km) (percent) (percent) (percent) (percent) (percent) (percent) 

Fir~t 5 - 50 125 84.2 14.4 14 78.3 16.7 5.0 
Second 5 - 50 167 81.4 13.8 4.8 73.7 19.8 6.6 
Third 5 - 50 98 64.4 26.0 10.5 71.4 18.7 9.9 

First 50 - 500 357 99.1 0.9 0.0 98.4 1.6 0.0 
Second 50 - 500 655 97.3 2.2 04 98.3 LO 0.7 
Third 50 - 500 276 94.9 5.1 0.0 95.7 43 0.0 
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Figure 19.3. Components of the GPS-NAD 83 difference vectors plotted as a function of interstation distance. 
Each triangle represents the rms value computed from all vectors whose corresponding interstation distances 
fall within a 25-kilometer window centered on the triangle. Curves represent rms values as given by eq. 19.2. 
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Figure 19.4. Collinear component of the difference vector plotted as in figure 19.3 but with additional 
curves to represent expressions for which error depends linearly on interstation distance. 

19.3 DOPPLER RESIDUAIS 

For NAD 83 the U.S. data set contained 1,541,090 
direction observations, 188,629 distance observations, 
4,470 astronomic azimuth observations, 666 Doppler 
(point positioning) observations, 112 VLBI (relative 
positioning) observations, and 5 OPS (relative position­
ing) observations. The residuals for these observations 
were examined to evaluate NAD 83 quality. Doppler 
residuals are discussed in this section, and direction, 
azimuth, and distance residuals in the next section. 

A Doppler observation corresponds to a measure­
ment of three-dimensional position in the NSWC 9Z-2 
geodetic reference system. The relationship between 
NSWC 9Z-2 and NAD 83 is defined by a seven­
parameter transformation (three translations, three ro­
tations, and a scale change). Doppler residuals were 
computed by subtracting the transformed observations 
from the adjusted NAD 83 coordinates of the cor­
responding stations. (For Doppler stations, all three 
positional coordinates were treated as unknown param­
eters in the NAD 83 adjustment.) Figure 19.5 shows 
the horizontal projections of these three-dimensional 
Doppler residual vectors. The existence of a few large 
residual vectors and of some regional trends among 
residual vectors indicates that some local mending of 

the NAO 83 coordinates may be in order. Suspiciously 
large residual vectors occur at stations CHILLIGAN 
and TOPE in Alaska and at station SELIGMAN in 
Arizona. Regional trends occur in northern California 
(eastward trend), in southwestern Colorado (southwest­
ward trend), along the Gulf Coast (northward trend), 
and in northern Wisconsin (southward trend). Rectify­
ing these problems may not be as straightforward as 
discarding a few suspicious observations. The situation 
may need careful analysis. New observations should be 
brought to bear on the problem whenever possible. To 
illustrate this point, consider the situation at station 
CHILLIGAN where the residual vector is oriented 
oppositely to the residual vectors at neighboring sta· 
tions. One possibility is that the CHILLIGAN ob­
servation is simply a blunder that should be discarded. 
Another and stronger possibility, however, is that this 
large residual vector is caused by a faulty model for 
the ground motion associated with the l 964 Prince 
William Sound earthquake. Snay et al. (1987: fig. E.l) 
comment that the modeled movements in this area are 
highly suspect because the postearthquake survey has 
poor network geometry. Because the prequake surveys 
have adequate network geometry, the crustal motion 
model could be assessed (and rectified, if necessary) 
with a new OPS survey in the area. 
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Figure 19.5A. Horizontal projections of Doppler residual vectors (NAD 83 coordinates minus transformed Doppler 
observations) for conterminous United States. The loops encircle areas where regional trends occur among the 
residuals. 

Although figure 19.5 indicates that a few local 
problems may exist, NAD 83 coordinates agree well 
with Doppler observations for the most part. The 
north-south components of Doppler residual vectors 
have an rms value of 0.591 m, and the east-west 
components have an rms value of 0.744 m. For Dop­
pler observations, a priori standard errors were as­
signed by individual components when the vector is 
expressed in the local horizon reference system; that is, 
a standard error was assigned for the north-south com­
ponent, one for the east-west component, and one for 
the vertical component. The assigned values for these 
standard errors depended primarily on the number of 
satellite passes that were tracked during the observing 
session. Covariances or correlations between compo­
nents were assumed to equal zero. Each component of 
the Doppler residual vector was subsequently divided 
by the a priori standard error assigned to that compo­
nent of the observation, thus producing a "normalized" 
residual vector. (A statistic is customarily normalized 
by dividing its value by the value of its standard error. 
For this analysis, however, the residual is divided by 
the a priori standard error of the observation, and not 
by the standard error of the residual.) The rms values 
of these normalized residual vectors were then com­
puted, component by component, except for the verti­
cal component for which residuals were mostly zero. 
For the north-south component, the rms value equals 
1.32, and for the east-west component, 1.40. Before 

discussing the significance of these unitless quantities, 
it is instructive to consider the relationship between 
the rms value and another statistical measure of data 
quality. 

Let A represent a subset of the observations in­
volved in an adjustment. The rms of the normalized 
residuals of A is computed by the formula 

{19.3) 

where nA denotes the number of observations in A and 
r; (for i = 1,2, ... ,nA) denotes a normalized residual. 

Consider now the statistic 

{19.4) 

where qA measures the number of redundant observa­
tions in A. If the observations in A are mutually 
independent then qA may be computed by the formula 

nA 
qA = ~ (<1vJ<1by 

i= 1 (19.5) 

where <Iv; denotes the standard error of the i-th residual 
and <lb; denotes the a priori standard error of the i-th 
observation. [See Milbert {1985) for computing qA 
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when the observations in A are correlated.] If the a 
priori variances of the observations in A differ from 
their true variances by a common factor, then Horn et 
al. (1975) show that Si provides an "Almost Unbiased 
Estimate" of this variance factor. Indeed, Si provides 
an unbiased estimate of this variance factor if (1) 
observational errors have a Gaussian distribution with 
zero mean, (2) correct a priori standard errors were 
assigned to all observations, and (3) the mathematical 
nature of the observations was properly parameterized 
for the adjustment. Under these assumptions Si has 
an expected value of 1.00. Consequently, if SA deviates 
significantly from 1.00, then one may suspect the exis­
tence of blunders, incorrectly assigned standard errors, 
or systematic errors (for example, refraction and 
crustal motion). However, SA is usually expensive to 
compute, whereby RA is computed as an economical 
substitute. Because 

(19.6) 

and because qA < nA, it follows that RA has an 
expected value less than 1.00. Hence, such problems 
may still be suspected if RA is significantly greater 

than 1.00. More specifically, a problem may be sus­
pected (at the 0.01 significance level) for the 666 
Doppler observations if RA > 1.08. (For this computa­
tion, it was assumed that the distribution for SA 2 could 
be adequately approximated by a chi-squared-over-de­
grees-of-freedom distribution with 500 degrees of free­
dom.) RA exceeds this critical value for both horizontal 
components: RA = 1.32 for the north-south component 
and RA = 1.40 for the east-west component. Figure 
19.5 indicates that these high rms values are partially 
caused by observational blunders and/or systematic 
errors. Overly optimistic a priori standard errors may 
also have been assigned to the Doppler observations. 

19.4 DIRECTION, AZIMUTH, AND DISTANCE 
RESIDUALS 

For each of the 161 first-level Helmert blocks, a 
sample of first-order direction observations was se­
lected and the rms of the normalized residuals was 
then computed for this sample. Here, as with the 
Doppler observations, a residual is normalized by di­
viding it by the a priori standard error of the cor-
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Figure 19.5B. Horizontal projections of Doppler residual vectors (NAD 83 coordinates 
minus transformed Doppler observations) for Alaska. 
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responding observation. Figure 19.6A summarizes re­
sults of these rms computations. Similarly, samples 
were selected for second-order directions, third-order 
directions, fourth-order directions (directions to land­
marks), first-order astronomic azimuths, taped dis­
tances, lightwave distances, and microwave distances. 
Figures 19.68 through 19.6H summarize the results of 
the rms computations for these samples. The rms nor­
malized residual for each data type was also computed 
from samples representing the complete U.S. data set. 
Table 19.3 lists these rms values. 

TABLE 19.3.-The rms values for normalized 
residuals from samples representing complete 

U.S. data set 

Observational type 

Doppler (north-south) 
Doppler (east-west) 
First-order direction 
Second-order direction 
Third-order direction 
Fourth-order direction 
First-order azimuth 
Taped di>tances 
Lightwave distances 
Microwave distances 

Combined 

1 Nominal val1.1e 

Sample size 

624 
624 

186,9!2 
199,143 
122,247 
126,933 

2,118 
10,209 
33,617 

2,870 

685,287 

a priori 
std. error 1 

0.46 meter 
0.58 meter 
0.6 arc second 
0.7 arc second 
1.2 arc seconds 
3.0 arc seconds 
1.4 arc seconds 
10 mm+ 1.0 ppm 
15 mm + 1.0 ppm 
30 mm + 3.0 ppm 

cm; 

1.32 
!.40 
0.97 
0.91 
0.97 
0.79 
1.02 
0.77 
0.57 
l.09 

0.90 

In figure 19.6A tinted areas identify Helmert blocks 
whose sample contains at least 200 first-order direction 
observations. Warmer colors indicate areas where the 
higher rms values occur. In analyzing figure 19.6A, 
not much significance should be placed on the rms 
values of individual Helmert blocks as they may cor­
respond to statistical anomalies. Instead the reader 
should look for regional trends. One such trend is that 
rms values are relatively high along the eastern front 
of the Rocky Mountains. Indeed, the rms normalized 
residual for first-order directions in this region is 8.7 
percent higher than the rms normalized residual for all 
first·order directions. In mountainous areas such as 
this, direction residuals are more sensitive to the errors 
in the deflection of the vertical and errors in leveling 
the theodolite. The effect of both error sources grows 
in proportion to the slope of the observed line. The 
higher residuals found in the mountains indicate that 
the standard errors assigned to direction observations 
should depend on line slope. Such was not the case for 
the NAD 83 adjustment. Deflections and theodolite 
tilt as error sources are discussed further in section 
19.6. 

A second trend exhibited in figure 19.6A is that 
rms values are relatively high along the Pacific coast. 
The mountainous terrain near this coast might in itself 
explain those high rms values, but the Pacific coast is 
also the region of greatest horizontal crustal move· 
ments in the conterminous United States. Consequent· 
ly, crustal motion has to be considered as a supplemen· 
ta! cause for these high rms values. The motion in 

California was modeled (chapter 17), and using this 
model the geodetic observations were "temporally ho­
mogenized"; that is, observed values were replaced by 
values that the model predicts as if the observations 
had been performed on December 31, 1983. The rela· 
tively high rms values, therefore, manifest the error 
level in these modified observations. The problem here 
is not necessarily that predicted crustal movements are 
poor in quality, but that the standard errors of the 
revised observations did not reflect the uncertainties 
associated with the crustal motion models. Crustal 
motion as an error source is discussed further in sec· 
tion 19.7. 

A third trend exhibited in figure l9.6A is that rms 
values are relatively high in the vicinity of New York 
City. This area is not especially mountainous, nor is it 
significantly deformed by recent crustal movements. 
[The latter, however, is the topic of some controversy 
between Zoback et al. (1985) and Snay (1986),] One 
can only speculate as to the cause of the New York 
trend. The cause may be that the observations for one 
or more surveys in this area were weighted incorrectly. 
Another possibility is that the New York trend may be 
an artifact of using the rms value (R,i) as opposed to 
the statistic SA of eq. 19.4 for intercomparing residuals 
among Helmert blocks. According to eq. 19.6, the two 
statistics are related by the quantity (q,Jn,i)05 which 
will subsequently be referred to as the redundancy 
factor. To the extent that this redundancy factor re­
mains uniform from sample to sample, then R,i would 
be just as effective as SA for intercomparing samples 
of residuals. However, near New York City, because 
of a high population density and because of a rela­
tively long geodetic history, one may expect a rela­
tively large number of geodetic observations per mark. 
(The first geodetic surveys in the United States were 
conducted here during the early part of the 19th 
century.) Consequently, the redundancy factor and RA 
should be higher near New York City than they are 
for other U.S. localities. Had the statistic SA been 
used instead of R,i, then the residuals near New York 
City might not have seemed higher than those in other 
areas, but the New York residuals (and, hence, the 
residulas in other areas) would still be extremely high. 
This result follows because SA is always greater than 
RA and because RA > 1.05 for several Helmert blocks 
near New York City. 

Figure 19.68 summarizes the rms computations for 
second-order direction observations. A trend for higher 
residuals near the eastern front of the Rocky Moun­
tains is present, but this trend is not as pronounced as 
that for first-order directions. The rms normalized re· 
sidual for second-order directions in this region is 4.5 
percent higher than the rms normalized residual for all 
second-order directions. Recall that for first-order nor· 
malized residuals, an 8.7 percent increase was found. 
This difference may be partly explained by the fact 
that second-order directions were assigned higher a 
priori standard errors than first-order directions (0. 7 
arc second versus 0.6 arc second). Section 19.6 shows 
some related computations. Nevertheless, the trend 
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among second-order residuals further supports the case 
for assigning standard errors to direction observations 
as a function of line slope. 

Figure 19.6B also exhibits a trend of relatively high 
rms values along the Pacific coast as well as along 
much of the Atlantic coast including the vicinity of 
New York City. Crustal movements can explain the 
Pacific trend. Relatively high redundancy factors can 
explain the trend along the densely populated Atlantic 
coast where the number of observations per mark is 
relatively high. However, the trend along both coasts 
may also be related to the assignment of overly op­
timistic standard errors to third-order directions. This 
possibility is discussed in the following paragraph. 

Figure 19.6C summarizes therms computations for 
third-order directions. The plot reveals that rms values 
are systematically high in coastal areas (Pacific, Atlan­
tic, and Gulf coasts) and that they are systematically 
low inland. This pattern may be explained, in part, by 
the use of RA. That is, the existence of relatively more 
observations per mark in the densely populated coastal 
areas produces relatively higher redundancy factors 
there. However, even if SA had been used, coastal 
residuals would be high because, as before, SA is 
always greater than RA and because RA > 1.05 for 
most coastal Helmert blocks. A more plausible ex­
planation for the coastal trend is that third-order direc­
tions there are not as accurate as those inland. Most 
third-order surveys in coastal areas are performed in 
support of hydrographic charting; most third-order sur­
veys in the interior of the country are performed in 
support of topographic mapping. Figure 19.6C may 
thus be interpreted to suggest that the surveys support­
ing topographic mapping are performed more accu­
rately than those supporting hydrographic charting al­
though both groups of observations are assigned 
equivalent standard errors. The possibility that third­
order directions in coastal areas have been assigned 
overly optimistic standard errors provides a tentative 
explanation for the relatively high rms values found 
among second-order direction residuals in these same 
coastal areas. That is, by overweighting the third-order 
directions, their errors map more readily onto the re­
siduals for the higher order directions. This effect is 
more manifest among second-order direction residuals, 
as opposed to first-order direction residuals, because 
third-order surveys are connected to the geodetic refer­
ence network primarily through the second-order sub­
network. 

Figure 19.6D summarizes therms computations for 
fourth-order directions. These rms values are relatively 
low compared to those for the higher order directions. 
Fourth-order directions sight on landmarks such as 
radio towers. Hence, these observations were assigned 
pessimistic standard errors so that their observational 
errors would have relatively little influence on the 
positional coordinates computed for the higher order 
stations whose locations are more precisely defined by 
geodetic monuments. As with second- and third-order 
direction residuals, the rms values for fourth-order 
direction residuals are relatively higher in coastal 

areas. It is uncertain whether this trend reflects that 
coastal fourth-order directions are less accurate than 
their inland counterpart or whether this trend is a 
result of overweighting the coastal third-order direc­
tions. 

Figure 19.6E summarizes therms computations for 
first-order astronomic azimuth observations. Unlike the 
plots for directions (figs. 19.6A through l9.6D) in 
which a tinted block represents a sample containing at 
least 200 observations, a tinted block in figure l 9.6E 
represents a sample containing at least IO observations. 
Because of this smaller sample size, these rms values 
exhibit greater block-to-block variation. In figure 
19.6E, rms values are relatively higher along the Cana­
dian border and in southern California. The trend 
along the Canadian border may indicate a systematic 
difference between network orientation as defined by 
these observations and network orientation as defined 
by Canadian observations. The adjustment, however, 
included a special parameter which should have ac­
counted for such a systematic difference. Hence, other 
possibilities seem more likely. Roelofs (1950) theorized 
that the uncertainty for astronomic azimuth observa­
tions should increase with latitude. Carter et al. (1978) 
tested this theory and found that an increase in stan­
dard error with latitude is consistent with their test 
data, but that the rate of increase is negligible relative 
to other large systematic errors in the data, in particu­
lar, observer bias. According to an experiment de­
scribed by Carter et al. (1978}, observer bias can 
average as high as 1.5 arc seconds. Thus observer bias 
in itself can account for the high rms values along the 
Canadian border if an observer with a bad "'personal 
equation" performed a significant percentage of the 
observations in that region. The high rms values in 
southern California are attributed to crustal motion. 

The rms values were also calculated for three cate­
gories of distance observations: taped measurements, 
lightwave measurements, and microwave measure­
ments. For taped distances, rms values were computed 
for samples containing at least 30 observations. (See 
fig. l 9.6F.) More than half of these samples have an 
rms value less than 0.85. Furthermore, the rms values 
show no regional trends. For lightwave distances, rms 
values were computed for samples containing at least 
50 observations. (See fig. l 9.6G.} Almost all of these 
samples have an rms value less than 0.75. Again, these 
rms values exhibit no regional trends. For microwave 
distances, rms values were computed for samples con­
taining at least 30 observations. (See fig. 19.6H.) Only 
22 samples qualify, and rms values are on the high 
side but vary greatly. The rms computations for the 
three distance categories thus indicate that assigned 
standard errors for lightwave observations were too 
large relative to those for taped observations and that 
assigned standard errors for microwave distances were 
too small relative to those for taped distances. (There 
are many more lightwave measurements throughout 
the country than figure I9.6G indicates. The statistics 
for the corresponding residuals, however, were not 
compiled as part of the NAD 83 project.) 
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In the preceding paragraphs, rms values were ex­
plicitly or implicitly compared among different Hel­
mert blocks and also among different data types. 
These comparisons prompted certain conclusions about 
the existence of systematic error and/or about the 
appropriateness of assigned standard errors. These con­
clusions, unfortunately, must be qualified by caveats 
about observational redundancy. These qualifications 
could have been avoided if, instead of the rms values 
(Rr1), the statistic SA of eq. 19.4 had been computed 
for the various data samples. The preferred S 4 stat­
istic, however, was computed for the entire U.S. data 
set after each iteration of the adjustment: for iteration 
0, SA = 2.18; for iteration l, SA = 1.42; and for 
iteration 2, s~ = 1.35. By comparison RA = 0.90 for 
the U.S. data set. (See table 19.3.) Several refine­
ments from iteration to iteration are responsible for 
reducing S.1• The most important refinements were 
corrections for blunders. Chapter 18 documents many 
of the corrective actions that were taken between the 
different iterations. 

Despite the decrease in SA, the final value (SA = 
1.35) is excessive. Indeed, with the data corresponding 
to more than 800,000 degrees of freedom, SA should 
lie within a 99-percent confidence interval bounded by 
0.99 and 1.01. Many factors contribute to this inflated 
final value for SA, but the dominant factors must be 
associated with direction observations as they comprise 
about 99 percent of the total data set. Hence, in view 
of the preceding discussion, the high SA value is partly 
attributed to: (a) overly optimistic standard errors on 
the third-order directions in coastal areas, (b) overly 
optimistic standard errors on direction observations 
over steeply inclined lines, and (c) the effect of errors 
in predicted crustal movements. 

The fact that a high value for s~ was obtained for 
the NAO 83 adjustment does not necessarily imply 
that the derived station positions are significantly bi­
ased. Indeed, the GPS comparisons (sec. 19.2) and the 
Doppler residuals (sec. 19.3) suggest that adjusted 
positions are excellent except in a few localities. Of 
the three identified problems, only errors in the crustal 
motion predictions may be expected to bias positions 
systematically. The problem with overly optimistic 
standard errors on third-order directions in coastal 
areas and on steeply inclined lines should affect posi­
tions mostly in a random manner. 

19.5 FORMAL ERROR STATISTICS 

In addition to providing a means to estimate station 
coordinates and other unknown parameters, the adjust­
ment procedure provides a capability to assess the 
accuracy of these estimates. This accuracy information 
comes in the form of a symmetric matrix whose 
i,j-element gives the covariance between the estimates 
for the i-th and )-th parameters as referred to an 
adopted numbering scheme. This covariance matrix 
enables the user to compute the a posteriori standard 
error for any quantity that is mathematically related to 
the unknown parameters; for example, for the latitude 
of an NAD 83 station, or for the adjusted distance 

between two NAO 83 stations. Such computed error 
statistics depend in quality upon several assumptions 
(the absence of systematic errors and blunders, the 
distribution of observational errors being Gaussian, and 
the applicability of the equations for linear error prop­
agation). Hence, these so-called "formal" error statis­
tics provide only a conditional assessment of positional 
accuracy. A more objective assessment is obtained by 
comparing the NAO 83 coordinates with accurate, 
independently derived coordinates, such as the NAD 
83-versus-GPS comparison discussed in section 19.2. 
However, GPS data exist only for a small subset of 
the NAO 83 stations, and so that comparison provides 
only an overview of network accuracy. The covariance 
matrix, on the other hand, can identify local variations 
in network accuracy. 

Numerical values for the elements in the covariance 
matrix may be obtained by inverting the coefficient 
matrix for the normal equations and then scaling this 
inverted matrix by the variance of unit weight for the 
adjustment (SA2 where A represents the complete 
NAD 83 data set). The matrix inversion operation, 
however, is expensive when many unknown parameters 
are involved. As parameter estimates may be obtained 
without inverting this matrix, the covariance matrix is 
commonly not computed or it is computed only in 
part. The latter is the case for the NAO 83 adjust­
ment. Only that part of the covariance matrix cor­
responding to the Alaskan stations was computed. All 
elements of the reduced normal equations matrix, how­
ever, were saved on magnetic tapes so that additional 
parts of the covariance matrix may be computed in the 
future. With the availability of the covariance matrix 
for Alaska, absolute and relative positional accuracies 
were examined for stations in the Helmert block re­
ferred to here as HB300. (See fig. 19.7 for location.) 

The terms, absolute position and absolute posi­
tional accuracy, are misleading. Positional coordinates, 
such as latitude and longitude, are not absolute; they 
are relative to certain defined quantities. For NAO 83 
these defined quantities locate, orient, and scale a 
three-dimensional Cartesian coordinate system, and 
they specify the size and shape of an ellipsoid. (See 
chapter 11.) The NAD 83 covariance matrix was com­
puted as if these defined quantities were errorless. This 
is an acceptable practice since the quantities are "de­
fined," Confusion may arise, however, because these 
defined quantities were chosen so as to approximate 
physically meaningful quantities. For example, the 
NAD 83 origin approximates the Earth's center of 
mass. One may mistakenly think that the NAD 83 
covariance matrix incorporates the uncertainties asso­
ciated with such approximations. It does not. Whether 
or not it should is debatable. On one hand, it may be 
argued that the true uncertainties of these approxima­
tions are unknown. On the other hand, it may be 
argued that some estimates for the uncertainties al­
ways exist, even if they are purely subjective. The 
NAD 83 origin essentially corresponds to the origin 
defined by the North American Doppler data as trans­
formed so that the NAO 83 origin approximates the 
BTS 84 origin (Bureau International de l'Heure, 
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1985). If standard errors for latitude and longitude 
relative to the Earth's center of mass were desired 
(instead of relative to the defined NAO 83 origin), 
then an uncertainty would have to be assigned for how 
well the NAO 83 origin approximates the BTS 84 
origin and how well the BTS 84 origin approximates 
the Earth's center of mass. Similar logic applies to the 
other defined quantities. 
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Figure 19.7. Location for the Helmert block referred 
to as HB300. 

Moreover, the NAD 83 covariance matrix was com­
puted as though the origin of longitude were defined in 
terms of the North American observations for as­
tronomic longitude; that is, the corresponding 
Z-rotation parameter for these data was fixed at 0.0 
arc second in the adjustment. However, a post-adjust­
ment modification of the derived station coordinates 
was enforced-all geodetic longitudes were shifted by 
0.365 arc second. (See sec. 11.4.) This modification 
served to redefine the NAO 83 longitude origin in 
terms of the North American Doppler data as trans­
formed to make the NAD 83 longitude origin approxi­
mate the BTS 84 longitude origin. That is, the final 
NAD 83 coordinates were computed as if the 
Z-rotation of the Doppler data was held fixed, and not 
the Z-rotation of the astronomic longitude data. The 
NAO 83 covariance matrix, however, was not modified 
accordingly. 

The histograms in figure 19.8 portray distributions 
for latitude and longitude standard errors correspond­
ing to the stations in HB300--a pair of histograms for 

each classification of stations. These standard errors 
need to be interpreted in light of the previous discus­
sion. In particular, the fact that longitude standard 
errors are about three times larger than latitude stan­
dard errors simply reflects the fact that the Doppler 
Z-rotation was estimated using the NAD 83 data set 
whereas the Doppler X- and Y-rotations and the Dopp­
ler Z-translation (being defined quantities) were treat­
ed as if without error. The NAO 83 estimate for the 
Doppler Z-rotation has a standard error of 0.0435 arc 
second which corresponds to 0. 7 5 m in longitude at the 
center of HB300. This 0.75 m uncertainty is included 
in the computed longitude standard errors. If the 
NAD 83 covariance matrix were to be modified to 
take into account that the Doppler Z-rotation, in fact, 
became a defined quantity subsequent to the adjust­
ment, then this 0.75 m uncertainty would not be in­
cluded in the longitude standard errors, and thus, 
longitude standard errors would have magnitudes simi­
lar to those for latitude standard errors. This result 
emphasizes the care that must be exercised in inter­
preting absolute positional accuracies. 

Despite the cited shortcomings, the latitude and 
longitude standard errors derived from the NAD 83 
covariance matrix do convey some valuable informa­
tion. In particular, they may be used to compare the 
absolute positional uncertainty of one station relative 
to that of another station. As such, the histograms in 
figure 19.8 indicate that absolute positional accuracy is 
essentially independent of station classification, except 
for fourth-order stations. This result (that first-, sec­
ond-, and third-order stations have similar positional 
accuracies) also follows by inspecting the rms values 
for latitude and longitude standard errors. For the 
stations in HB300, the rms standard error in latitude 
equals 0.309 m for first--0rder stations, 0.349 m for 
second-order, 0.396 m for third-order, and 1.574 m for 
fourth-order. The rms standard error in longitude 
equals 1.055 m for first-order stations, 1.075 m for 
second-order, 1.113 m for third-order, and 2.339 m for 
fourth--0rder stations. 

Although the NAO 83 covariance matrix produces 
absolute positional accuracies that require careful in­
terpretation, its relative positional accuracies may be 
taken more at face value. As in section 19.2, the 
relative positional accuracies between two stations de­
fines a vector whose horizontal projection may be 
resolved into a collinear component and a transverse 
component. The collinear component corresponds to 
distance accuracy, the transverse to orientation accu­
racy. Figure 19.9 plots collinear standard error as a 
function of interstation distance as computed from the 
NAD 83 covariance matrix for a sample of first--0rder 
station pairs in HB300. Figure 19.9 also displays the 
curve that corresponds to eq. 19.2 for approximating 
the rms collinear error in first--0rder lines. Recall that 
this curve is based on a comparison between N AD 83 
and GPS coordinates. Similarly, Figure 19.10 plots 
transverse standard errors for the same sample of sta­
tion pairs as well as the corresponding curve for rms 
transverse error as given by eq. 19.2 for first-order 
lines. Figures 19.9 and 19.10 demonstrate that the 
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Figure 19.8. Distribution for latitude and longitude standard errors for the stations located in HB300. 
Numbers in parentheses denote the number of stations in the respective categories. 
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Figure 19.9. Triangles represent standard errors for the collinear component of relative position for a 
sample of first-order station pairs in HB300. These standard errors were computed using the NAD 83 
covariance matrix. The curve represents the empirical formula (eq. 19.2) that characterizes the rms 
collinear error of first-order lines. This formula was derived from a comparison of NAD 83 and GPS 
coordinates (sec. 19.2). The straight line, representing a relative accuracy of 1:200,000, is included for 
reference. 

standard errors derived from the covariance matrix 
generally overestimate the values from the curves. This 
result is curious. Because standard errors from the 
covariance matrix neglect systematic errors and blun­
ders, these standard errors would be expected to un­
derestimate the more objective error estimates given 
by the curves. The fact that they overestimate in­
dicates that relative positions for HB300 are consider­
ably less accurate than those for other parts of the 
United States. The statistics in table 19.4 corroborate 
this supposition. This table compares the station dis­
tribution by order for HB300 with that for the State 
of Florida. Not only does Florida have about three 
times as many stations per unit area, but 56 percent of 
the Florida stations are either first or second order. By 
comparison only 23 percent of the stations in HB300 
are first or second order. More importantly, no first- or 
second-order triangulation/trilateration surveys have 
been performed in HB300 since 1960. Thus this part 
of Alaska does not contain many electronic distance 
measurements. Dense distributions of these accurate 
distance measurements strengthen the geodetic net­
work throughout the majority of the country. 

TABLE 19.4-Station distribution for Florida as 
compared to that for a Helmert block in Alaska 

First-order stations 
Second-order stations 
Third-order stations 
Fourth-order stations 

Total number of stations 
Land area 
Stations per 1,000 km2 

Florida 

1,900 
5,200 
2,600 
2,900 

12,600 
152,000 km2 

83 

HB300 

178 
132 
504 
536 

1,350 
48,000 km2 

28 

The discrepancy between the standard errors com­
puted from the covariance matrix for HB300 and the 
curves corresponding to eq. 19.2 emphasizes the impor­
tance of computing more of the covariance matrix. 
The national geodetic reference network is inhomoge­
neous, and formulas such as eq. !9.2 apply only on the 
average. With the full covariance matrix, the standard 
errors of relative position would be available for every 
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station pair. The cost of computing the full covariance 
matrix, however, is prohibitive. A more practical goal 
would be to compute only certain covariance matrix 
values; for example, those needed to compute relative 
position standard errors for the observed lines. With 
better knowledge of these standard errors, users of the 
National Geodetic Reference System could better de­
cide what stations to employ in their activities. Also 
with this information, users would be able to evaluate 
any new observations among NAO 83 stations more 
definitively than is possible using either the FGCC 
standards or empirical formulas such as eq. 19.2. 

19.6 DEFLECTIONS AND THEODOLITE TILT 
AS ERROR SOURCES 

As mentioned in section 19.4, the rms normalized 
residual for first-order directions near the eastern front 
of the Rocky Mountains is 8. 7 percent higher than the 
rms normalized residual for all first-order directions. 
Similarly, the rms normalized residual for second-order 
directions in this region is 4.5 percent higher than the 
rms normalized residual for all second-order directions. 
In such mountainous terrain, the orientation of the 
theodolite's axis relative to the orientation of the local 

normal to the ellipsoid takes on greater significance. If 
the error in the determination of the space angle 
between these two orientations has magnitude d in the 
azimuth aJ, then this error produces an error in a 
direction observation whose value e is approximated by 
the equation 

e ~ (d)(<l.h/S)>in(a.,- a,) (19.7) 

where !l.h denotes the height difference between the 
theodolite and the target, S denotes the horizontal 
distance between the theodolite and the target, and a,, 
denotes the azimuth of the observed line. Hence, direc­
tion residuals will scale in proportion to line slope, 
<l.h/S. 

Consider now the case for which the I-sigma uncer­
tainty in d is 6.0 arc seconds in a relatively mountain­
ous region where !::J..h/S has an rms value of 0.05. Then 

2. 
"• = ud rms(!l.h/S) [(J sin2 

(} d0)/21r] 0
·
5 

0 

= (6.0)(0.05)(2)-0
··
1 

= 0.212 arc second. (l 9.8) 
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Figure 19.10. Triangles represent standard errors for the transverse component of relative pos1t1on for a 
sample of first-order station pairs in HB300. The curve represents the empirical formula (eq. 19.2) 
that characterizes the rms transverse error of first-order lines. This formula was derived from a 
comparison of NAD 83 and GPS coordinates (sec. 19.2). The straight line, representing a relative 
accuracy of I :200,000, is included for reference. 
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Under such conditions, the standard error assigned 
to first-order directions should be increased (on the 
average) from 0.6 arc second to 

a= [(0.6)2 + (0.212)2
]
05 = 0.636 arc second. (19.9) 

Similarly, the standard error assigned to second­
order directions should be increased (on the average) 
from 0. 7 arc second to 

a= [(0.7)2 + (0.212)2
]

05 
= 0.731 arc second. (19.10) 

These new standard errors represent a 6.1 percent 
increase for first-order observations and a 4.5 percent 
increase for second-order observations. These calcula­
tions suggest that the higher residuals near the eastern 
Rocky Mountain front may be explained in large part 
by an rms error on the order of 6.0 arc seconds in the 
determination of the angle between the theodolite's 
axis and the local normal to the ellipsoid. This error 
depends on how accurately the deflections of the verti­
cal have been determined and how well the theodolites 
have been leveled. These two error sources are consid­
ered in the following paragraphs. 

The deflection of the vertical at a point represents 
the angle between the gravity vector and the normal to 
the ellipsoid at this point. This angle is quantified by 
the equations 

!~<!>-¢ 

71 = (A - .\) cos <P . (19.11) 

Here 1' and A denote the point's astronomic latitude 
and longitude; <P and ,\ denote the point's geodetic 
latitude and longitude. Fury ( 1984) predicted values 
for ~ and 71 at about 180,000 control points (chapter 
16). Fury's technique employed numerical integration 
applied to existing gravity data. A least squares col­
location technique was employed to predict deflections 
at the 13,000 control points that were added to the 
data base after Fury's computation were complete. The 
accuracy of these predictions were assessed by compar­
ing them with "observed" deflections at 10 stations in 

New York State. (See table 19.5.) That is, predicted 
deflections were compared with the deflections ob­
tained by substituting observed values for ~ and 71 into 
eq. 19.11. The astronomic coordinates for the 10 sta­
tions were observed only after the corresponding de­
flections had been predicted. The deflection predicted 
via numerical integration differs from the "observed" 
deflections by an rms value of 0.67 arc second in ~ 
and 0.70 arc second in 11· The deflections predicted via 
collocation differ from the "observed" deflections by 
an rms value of 2.81 arc seconds in ~ and 1.77 arc 
seconds in 'ti· The goal for the NAO 83 project was to 
predict deflections with an rms accuracy of 1.0 arc 
seconds (Schwarz, 1978). This comparison indicates 
that the numerical integration predictions meet this 
goal, at least for this part of New York. The relative 
inaccuracy of the collocation predictions is of little 
consequence to this analysis because accurate deflec­
tions are needed only at the control points from which 
directions and- azimuths were observed and because 
Fury's predictions were used at all but a few percent 
of these control points. 

In a more comprehensive test, Fury (1984) also 
found that deflections predicted by numerical integra­
tion are approximately accurate to 1.0 arc second. At 
each of some 3,115 astronomic stations, Fury esti­
mated yet a different deflection value by interpolating 
his predicted deflection from neighboring stations. 
These interpolated deflections differ from the "ob­
served" deflections by an rms value of 1.33 arc sec­
onds in ~ and 1.15 arc seconds in 71. Because each 
interpolated deflection was obtained without using the 
predicted deflection at the station in question, these 
interpolated deflections may be expected to be some­
what less accurate than 1.0 arc second even if the 
predicted deflections have this accuracy. Predicted de­
flections were not used directly in the comparison 
because the astronomic data had been used in the 
prediction process in such a way that predicted deflec­
tions agree exactly with "observed" deflections in most 
cases. 

TABLE 19.5.-Comparison of deflections of the vertical 

~ (arc seconds) 1 7/ (arc seconds) 1 

Lat. Long. Inte- Callo- lnte- Callo-
Station (dog) (dog) Obs. gration cation Obs. gration cation 

HAWES 1942 42.8 74. l 0.9 0.81 -3.4 -0.4 -0.06 -0.4 
COLUMBIA 1940 42.9 74.9 3.0 4.30 4.8 1.8 2.46 4.8 
BRIGHT 1942 42.4 74.8 7.5 8.14 8.4 1.5 2.58 5.1 
RlPLEY HILL 1882 42.8 76.1 4.4 4. 71 1.4 2.6 2.81 2.4 
OTSELIC 1942 42.6 75.8 1.6 1.18 -0.8 2.1 2.83 2.0 
CHASE 1942 44.8 75.l 1.6 2.45 0.1 5.4 5.34 6.0 
FOWLER 1942 44.3 75.4 0.9 2.00 -I.I 7.4 7.12 8.8 
CEMETARY 1929 42.8 77.6 7.6 7.87 3.8 -2.J -1.88 -1.2 
HORNELL 1935 42.3 77.6 8.4 8.38 5.6 -4.2 -3.34 -2.2 
WILLIAMS 1939 42.6 77.J 8.2 7.94 4.6 -1.2 0.08 0.1 

1 Deflections expressed in NAD 27 reference system. 
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Although the preceding tests indicate that the pre­
dicted deflections are accurate to 1.0 arc second, one 
caveat exists. These tests involved deflections referred 
to the NAD 27 reference system. Predicted deflections 
have since been transformed to the NAO 83 reference 
system for the adjustment. Frank (1987) suspects that 
this transformation was improperly implemented. After 
independently transforming a subset of the deflections, 
frank found that his transformed deflections differ 
from the adopted transformed deflections by a mean 
of 0.08 arc second in ( and 0.46 arc second in 71. In 
spite of this discrepancy, the predicted deflections ac­
tually used in the NAO 83 adjustment should be 
accurate to about 1.5 arc seconds in each component. 
Hence the accuracy of the total deflection should be 
about (1.5)(2)0

·
5 = 2.0 arc seconds. This value is 

considerably less than the 6.0 arc second error hy­
pothetically needed to explain the relatively high direc­
tion residuals found near the eastern Rocky Mountain 
front. 

Another error source whose effect grows in propor­
tion to jj,_h/S is associated with leveling the theodolite. 
Using well calibrated level vials, the observer orients 
the vertical axis of the theodolite parallel to the local 
direction of gravity. Adopted field procedures (Gossett, 
1959) stipulate that for lines of sight having an in­
clination in excess of 2 degrees from the horizon (that 
is, for lines where /j,_/i/S exceeds 0.035 in magnitude), 
then the observer should maintain the orientation of 
the theodolite's axis to within one division on the level 
vial. If this orientation is maintained throughout the 
observing session, then the maximum tilt of the 
theodolite's axis would be about 3.5 arc seconds in any 
given direction because one division corresponds to less 
than 7 .0 arc seconds and because the theodolite is 
rotated full circle. Consequently, the maximum value 
for the total tilt is (3.5)(2)05 = 5.0 arc seconds. This 
maximum tilt is still less than the 6.0 arc second rms 
error hypothetically needed to explain the relatively 
high direction residuals found near the eastern Rocky 
Mountain front. 

In light of the arguments forwarded in the previous 
paragraphs, one can only speculate about what has 
caused the higher residuals found near the eastern 
Rocky Mountain front. Perhaps several observers 
failed to follow the adopted theodolite leveling proce­
dures, or perhaps some yet identified error source has 
significantly affected direction observations over steep 
lines (for example, lateral refraction as the line of 
sight passes through different atmospheric layers). Nei­
ther of these speculations were investigated for this 
report. Nevertheless, the higher residuals exist, and 
whatever their cause, these residuals suggest that stan­
dard errors on direction observations should have been 
assigned as a function of line slope for the NAD 83 
adjustment. 

19.7 CRUSTAL MOTION AS AN ERROR SOURCE 

Horizontal crustal motion introduces a source of 
systematic error. The largest movements occur in Alas­
ka and California. Hence, Snay et a!. (1987) developed 
the so-called REDEAM models to characterize these 

movements as well as those occurring in parts of 
Nevada and Hawaii. (See also chapter 17.) Geodetic 
observations in the modeled regions were processed 
with these REDEAM models to replace observed val­
ues with estimates of what these values would be had 
the observations been performed on December 31, 
1983. It is these updated observations that were en­
tered into the NAD 83 adjustment. Thus, just as with 
the deflection values, the crustal motion parameters 
were estimated in an isolated process, and then they 
were held fixed in the adjustment. Moreover, as is the 
case for deflections, the uncertainty associated with 
the crustal motion parameters was not carried forward 
into the adjustment. As a result, errors in the crustal 
motion models have mapped into the residuals of the 
observations, and thus these errors have inflated the 
standard error of unit weight. High rms values for the 
normalized residuals in California (figs. 19.6A - 19.6E) 
indicate that this is the case. Furthermore, Doppler 
residuals (fig. 19.5) indicate that errors in the crustal 
motion models could have biased the" estimated posi­
tional coordinates for stations in Alaska and in Califor­
nia. 

In the case of Alaska, it has already been stated 
that a large Doppler residual at station CHILLIGAN 
corroborates the suspicion of a problem with the RE­
DEAM model for the 1964 earthquake. Figure 19.11 
shows the corresponding earthquake displacement 
field. This displacement field was derived from a com­
parison between pre- and post-earthquake surveys, and 
this field served as the basis for formulating the ana· 
lytical expressions that constitute the REDEAM model 
for Alaska. In figure 19.11, the displacement vectors 
for stations located west of the 151 °W meridian of 
longitude are oriented contrary to geophysical expecta­
tion. This problem is thought to be caused by a blun­
der in the post-earthquake survey. Such a blunder has 
yet to be identified, however, due to the poor network 
geometry of this survey. [See Parkin (1969: fig. 3).] 

In the case of California, Doppler residuals have 
approximately the same magnitude as those elsewhere 
in the United States, but these residuals are systemati­
cally oriented eastward throughout a large part of that 
state (fig. 19.5A). However, because similar trends 
among the Doppler residuals also occur in nondefor­
ming U.S. regions (fig. 19.5A), Doppler residuals can 
not in themselves be used to assess the accuracy of the 
REDEAM models for California. Hence, results from 
repeated VLBI measurements spanning the 
1982.7-1987.2 interval will be used here for such an 
assessment. From these VLBI measurements, Clark et 
al. ( 1987) estimated the secular horizontal velocities of 
several California stations relative to the station des­
ignated as MOJAVE, {See fig. 19.12.) Clark's veloci­
ties are used here to update the REDEAM models. 
The discrepancy between these updated models and 
the original models is then used to infer that the 
original models contribute less than 2.2 ppm in rms 
scale error and less than 0. 90 arc second in rms 
orientation error to the relative positional coordinates 
of California stations. 
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Figure 19.11. Horizontal displacement vectors for the 1964 Prince William Sound, AK, earthquake as derived 
by differencing pre- and post-earthquake positions. Vectors are relative to the assumption of no motion 
at station FISHHOOK. Vectors west of the 151 ·w meridian of longitude are highly suspect because of 
poor network geometry. The REDEAM model consists of polynomial expressions that approximate these 
vectors as a function of latitude and longitude. Between the ellipses, the polynomials are scaled from 
their full value (inside the interior ellipse) to zero (outside the exterior ellipse) to dampen polynomial 
growth. 

Actually, the motion in California was originally 
characterized by 16 distinct REDEAM models, one 
for each of 16 mutually disjoint regions. These regions, 
in combination span the state. (See fig. 19.13.) 

The updated model was created by introducing 64 
"correction" parameters; that is, 4 parameters for each 
of the 16 regions. These parameters serve to make the 
individual models more consistent among themselves as 
well as more consistent with the repeated Very Long 
Baseline Interferometry (VLBI) data. Let P denote a 
point in the i-th region, and let ur(P) and vr(P) denote 
the northern and western components of the secular 
horizontal velocity at P as given by the REDEAM 
model for the i-th region. Then the horizontal velocity 
components for the updated model, denoted ii.(Pj and 
V,(P) are given by the equations 

iiJP) =u,(P) + µ, + p, x, + WJ', 

Vr(P) =vJP) + 'Yi - w; x., + PJ\ (19.12) 

Here µ;. 'Yr· p1, and w, represent the four correction 
parameters for the i-th region. Also, x 1 (positive north) 
and y, (positive west) represent the coordinates of P (in 
meters) in a planar coordinate system for the i-th 
region. The origin of this coordinate system corre­
sponds to the point to which velocities are referenced 
in the original models. 

Values for the 64 correction parameters were es­
timated via the least squares procedure. Four types of 
quasi-observations were involved. The first two types 
have the form 
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UJP) =llj(P) + e 1 

VJP) =V1(P) + e2 (19.13) 

for P located on the common boundary between the 
i-th and j-th regions. Here e1 and e2 represent residu­
als. The second two types have the form 

UJP) =uc(P) + e, 
V,(P) =vc(P) + e4 (19.14) 

for P corresponding to a VLBI station with u(.(P) and 
vc(P) denoting the velocity at P derived by Clark et al. 
(1987). Again e3 and e4 represent residuals. Figure 
19.13 identifies the points for which the first two 
quasi-observation types were formulated. Each such 
quasi-observation was assigned a standard error of 3 
mm/yr. Figure 19.12 identifies the VLBI points for 
which the last two quasi-observations types were for­
mulated. Each such quasi-observation was assigned a 
standard error of 10 mm/yr except the quasi-observa­
tions for MOJAVE. The MOJAVE quasi-observations 
were assigned a standard error of 0.1 mm/yr each. 

Table 19.6 gives the estimated values for all 64 
parameters. Figure 19.12 and table 19.7 compare the 
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Figure 19.12. Horizontal velocities at selected Califor­
nia sites. Vectors are relative to the assumption 
of no motion at station MOJAVE. Vectors with 
smaller arrowheads and 95-percent confidence re­
gions were derived by Clark et al. (1987) from 
repeated VLBI observations. Vectors with larger 
arrowheads represent the updated REDEAM 
models. 

updated REDEAM velocities with Clark's velocities. 
In this latter table, velocities are given in polar coordi­
nates as opposed to the rectilinear u,v-coordinates. The 
least squares adjustment generated the following statis­
tics: 

rms (e1) = 3.4 mm/yr. 
rms (e2) = 3.3 mm/yr. 
rms (e3) = 7.0 mm/yr. 
rms (e4) = 7.9 mm/yr. 

The parameters µ, and 1'; bear no relationship to the 
accuracy of the original REDEAM models. These pa­
rameters serve only to reference the updated RE­
DEAM velocities relative to MOJAVE instead of to 
the 16 individual origins associated with the original 
models. The value of P; may be viewed as the correc­
tion necessary to modify the average extensional rate 
(that is, the rate of scale change) predicted by the 
original REDEAM model for the i-th region. The 16 p; 
values have an rms value of 0.087 ppm/yr. Because 90 
percent of the distance observations have been per­
formed during the last 25 years, errors in the original 
REDEAM models should have produced rms scale 
errors less than 2.2 ppm(= 0.087•25) in the relative 
positional coordinates of California stations. The value 
of w1 may be viewed as the correction necessary to 
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Figure 19.13. The triangles locate the points at which 
observations were introduced so that the updated 
REDEAM models would yield more consistent 
velocities along the boundaries of adjacent re­
gions. 
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modify the average rotational rate predicted by the 
original REDEAM model for the i-th region. The 16 
W; values have an rms of 0.036 arc second/yr (0.18 
µrad/yr). Because 75 percent of the azimuth observa­
tions have been performed during the last 25 years, 
errors in the original REDEAM models should have 
produced rms orientation errors less than 0.90 arc 
second = (0.036*25) in the relative positional coordi­
nates of the California stations. 

19.8 STATION HEIGHTS AS AN ERROR SOURCE 

Station heights were held fixed for NAD 83 except 
where Doppler, VLBI, or GPS data were observed. 
Therefore, as with deflection errors and crustal motion 
errors, height errors have been mapped wrongfully into 
residuals on the observations. Height errors would pri­
marily affect distance observations, but the correspond­
ing residuals seem low relative to the standard errors 
assigned to the observations. In particular, for light­
wave distance measurements, which comprise about 65 
percent of all the distance measurements, the normal­
ized residuals have relatively low rms values. (See fig. 
19.6G.) These relatively low normalized residuals re­
sulted in part because NGS included a slope-depen­
dent term in its formula for assigning standard errors 
to electronic distance observations; that is, the assigned 
standard error u1 was calculated by the equation 

(19.15) 

where rr0 represents the l-sigma observational uncer­
tainty and u c.h the I-sigma uncertainty in the inter­
station height difference. For NAD 83 the value rr~ = 

0.00005 S/3 was assumed. So unlike the case for 
deflection error and crustal motion error, the uncer-

tainty due to station height error was incorporated into 
the total uncertainty assigned to electronic distance 
observations. 

For NAD 83, a station's ellipsoidal height was com­
puted as the sum of its orthometric height and its 
geoid height. Orthometric heights were derived from 
leveling and vertical angle data, or in the absence of 
such measurements, orthometric heights were scaled 
from topographic maps. All geoid heights were com­
puted using the spherical harmonic expansion model of 
the Earth's gravitational potential identified as Rapp 
1978 (Rapp, 1979). The quality of the Rapp 1978 
geoid heights is discussed in the following paragraphs. 

The Rapp 1978 spherical harmonic expansion in­
cludes all terms through degree and order 180. More 
recently, Rapp and Cruz (1986) developed the 
OSU86F spherical harmonic expansion which includes 
all terms through degree and order 360. The difference 
in geoid height_s between these two representations was 
calculated for an area of dramatic topographic relief in 
Colorado. Figure 19.14 illustrates the Rapp 1978 geoid 
heights for this area, and figure 19.15 depicts the 
difference between Rapp 1978 and OSU86F geoid 
heights for this same area. According to figure 19.15, 
the largest discrepancy between Rapp 1978 and 
OSU86F in the relative geoid height for station pairs 
in this area is about 1.4 m. 

Another comparison indicates that the error in the 
Rapp 1978 geoid heights may even exceed 1.4 m in 
some locations. For the stations identified in figure 
19.15, Zilkoski and Hothem (1989) compared relative 
geoid heights as obtained by four different methods. In 
addition to Rapp 1978 and OSU86F, Zilkoski and 
Hothem considered the relative geoid heights obtained 
by numerically integrating existing gravity data (Fury, 
1984) and those obtained by differencing ellipsoidal 
heights (derived from GPS data) with orthometric 

TABLE 19.6.-Correction parameters for updating the California REDEAM models. 
(Numbers in parentheses correspond to 1-sigmaformal errors.) 

Region 

San Diego 
San Bernardino 
Barstow 
Channel Islands 
Los Angeles 
Bakersfield 
Sierra Nevada 
Parkfield 
Monterey 
Yosemite 
San Francisco 
Sacramento 
Santa Rosa 
Ukiah 
Redding 
Alturas 

µ 
mm/yr 

5.8 (3.9) 
2.6 (2.4) 
1.2 (0. 7) 

22.1 (2.6) 
14.9 (2.1) 
16.2 (2.4) 

-29.8 (2.4) 
-4.7 (2.9) 
23.0 (3.6) 

- 30.8 (3.6) 
-1.6 (3.7) 

-11.4 (3.7) 
6.1 (4.4) 

-10.9 (4.1) 
20.2 (8.4) 
10.4 (7.6) 

' mm/yr 

-2.9 (3.9) 
0.6 (2.4) 

-0.8 (0.7) 
33.0 (2.6) 
25.0 (2.1) 
30.1 (2.4) 

2.8 (2.4) 
16.6 (2.9) 
25.3 (3.6) 
19.3 (3.6) 
10.4 (3.7) 
4.8 (3. 7) 
7.2 (4.4) 
5.0 (4.1) 

15.3 (8.4) 
-10.0 (7.6) 

p 
ppm/yr 

0.099 (0.022) 
0.084 (0.016) 
0.061 (0.012) 
0.081 (0.017) 
0.103 (0.018) 
0.020 (0.014) 
0.027 (0.010) 
0.085 (0.016) 
0.057 (0.015) 
0.032 (0.011) 
0.118 (0.024) 

-0.001 (0.015) 
0.152 (0.020) 
0.033 (0.020) 

-0.180 (0.024) 
0.032 (0.028) 

w 
µrad/yr 

-0.068 (0.022) 
-0.058 (0.016) 
-0.017 (0.012) 

0.068 (0.017) 
0.056 (0.018) 

-0.149 (0.014) 
-0.124 (0.oJO) 
-0.079 (0.016) 
-0.217 (0.015) 
-0.059 (0.01!) 

0.146 (0.024) 
-0.544 (0.015) 
-0.157 (0.020) 
-0.133 (0.020) 

0.204 (0.024) 
0.1 IO (0.028) 
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TABLE 19.7.-Comparison of horizontal velocities at selected California sites 

Velocities from VLBI 1 REDEAM velocities 
Velocity 

Rate Azimuth Rate Azimuth discrepancy 
(mm/ye) (deg) (mm/ye) (deg) (mm/ye) 

MOJAVE 0.0 0.0 
HATCREEK 2.0 255 9.5 62 11.4 
QUINCY 2.9 178 5.8 163 3. l 
PT.REYES 31.2 327 32.3 31 l 8.9 
PRESIDIO 29:6 297 26.5 324 13.4 
FORT ORD 43.0 332 36.6 314 13.8 
VANDENBERG 41.3 316 46.0 305 9.6 
JPL 26.0 319 33.2 295 14.0 
PEARBLOSSOM 18.7 305 19 .l 294 3.5 
MONUMENT PEAK 30.0 305 27.3 318 7.2 
PINYON FLAT 18. l 312 17. l 307 1.9 
BLACK BUTTE 6.l 199 1. l 38 7.2 
OWENS VALLEY 0.5 286 21.3 183 21.4 

1 Velocities derived by Clark et al. (1987) from data spanning the 1982.8-1987.2 interval. 
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Figure 19.14. Geoid heights predicted with the Rapp 
1978 spherical harmonic expansion. 

heights (derived from leveling observations). Their re­
sults indicate that the error in the relative geoid 
heights predicted by Rapp 1978 can be as large as 2 
m between stations only 70 km apart (See fig. 19.16.) 
However, even this error, which represents a near ex­
treme case for the United States, would not seriously 
distort NAO 83 station coordinates. To demonstrate 
this assertion, note that the horizontal distance S be­
tween two stations may be approximated by the equa­
tion 

S ;::,: (L2 _ /:J.h2)0.s (19.16) 

where L denotes the interstation chord distance and 
/:J.h denotes the interstation ellipsoidal height differ­
ence. (In this approximation, the Earth's surface is 
considered planar.) Consequently, 

dS = - (Jlh/S) d1'h. (19.17) 

Thus for d!J.h = 2 m, S = 70 km, and !:J.h = 1,000 
m, the horizontal distance error (dS) would be about 
0.029 m in magnitude. The corresponding relative dis-

-106,000 -105.750 -!05.500 -105.250 -105.000 -104,750 -104.500 
4!.000 4! 000 

40.750 

40.500 

40 250 

40 ooo 

39 75C 

I 

I 
~I 

4~ 000 

Figure 19.15. Contours represent OSU86F geoid 
heights minus Rapp 1978 geoid heights. Trian­
gles locate the stations at which Zilkoski and 
Hothem (1989) compared different estimates for 
relative geoid height. 
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Figure 19.16.~Different estimates for the relative geoid height of several stations in Colorado (after Zilkoski and 
Hothem, 1989). The geoid height for station COPELAND was arbitrarily set to -1,400 cm. 

tance error (dS/S) would be only about 0.4 ppm ( = 

0.029 /70,000). It is thus concluded that errors asso­
ciated with Rapp 1978 geoid heights did not signifi­
cantly distort NAD 83 coordinates. 

19.9 SUMMARY 

In this chapter, the quality of the new NAD 83 
reference system was considered from four perspec­
tives: (1) NAD 83 coordinates were compared against 
GPS-derived coordinates, (2) trends among the residu­
als were inspected, (3) formal error statistics for ab­
solute and relative positioning were generated with the 
covariance matrix, and (4) various error sources were 
investigated. To document this analysis has, hence, 
required a rather lengthy chapter which is summarized 
here by identifying the major results discussed in the 
individual sections. 

NAD 83 Versus GPS (sec. 19.2) 

For first-order lines with lengths between l 0 km 
and 100 km, the rms discrepancy between GPS 
distances and NAD 83 distances may be approxi­
mated by the empirical rule e = 0.008 K°·'. 

For first-order lines with lengths between 10 km 
and 100 km, the rms discrepancy between GPS 
azimuths and NAD 83 azimuths may be approxi­
mated by the empirical rule e = 0.020 K°·'. 
For second- and third-order lines with lengths be­
tween IO km and 100 km, the rms discrepancies 
between GPS and NAD 83 distances and azimuths 
are less than 50 percent larger than the correspond­
ing discrepancies for first-order lines. 

Doppler Residuals (sec. 19.3) 

A few large (> 3 m) Doppler residuals exist. 
Doppler residuals exhibit some systematic trends in 
a few geographic regions. 
The north-south components of the Doppler residu­
als have an rms of 0.59 m; the east-west compo­
nents have an rms of 0.74 m. 

Direction, Azimuth, and Distance Residuals (sec. 19.4) 

The rms normalized residual for first-order direc­
tions near the eastern front of the Rocky Mountains 
is 8.7 percent higher than the rms normalized resid· 
ual for all first-order directions. Similarly, the rms 
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normalized residual for second-order directions in 
this region is 4. 5 percent higher than the rms nor­
malized residual of all second-order directions. 
Relatively high normalized residuals occur along the 
west coast because the a priori standard errors as­
signed to the corresponding observations do not in­
corporate the uncertainties associated with the 
crustal motion models that were used to revise these 
observations. 
The normalized residuals for third-order direction 
observations are relatively high in all coastal areas, 
and they are relatively low inland. This pattern 
reflects a possible difference in quality between 
third-order surveys supporting hydrographic chart­
ing and third-order surveys supporting topographic 
mapping. 
The normalized residuals for fourth-order direction 
observations are low relative to the normalized re­
siduals of higher order direction observations. 
The normalized residuals for first-order azimuth ob­
servations are relatively high in the more northern 
regions of the conterminous United States. 
Normalized residuals for lightwave distance obser­
vations are low relative to those for taped distances. 
Normalized residuals for microwave distance ob­
servations are high relative to those for taped dis­
tances. 
Although the standard error of unit weight for the 
NAO 83 adjustment is high at 1.35, the derived 
positions are thought not to be significantly biased 
except in a few locations. 

Formal Error Statistics (sec. 19.5) 

The covariance matrix for adjusted parameters was 
computed for Alaska only. 
Absolute positional accuracies (latitude and longi­
tude standard errors) obtained from the covariance 
matrix must be interpreted with caution. 
Absolute positional accuracies differ very little 
among first-, second-, and third-order stations. 
Relative positional accuracies are much weaker for 
Alaska than they are for most other parts of the 
United States. 

Deflections and Theodolite Tilt as Error Sources 
(sec. 19.6) 

The relatively high residuals found near the eastern 
front of the Rocky Mountains may be explained in 
large part by an rms error on the order of 6.0 arc 
seconds in the determination of the angle between 
the theodolite's axis and the local normal to the 
ellipsoid. 
Predicted deflections of the vertical, as used for 
NAD 83, have a I-sigma accuracy of about 2.0 arc 
seconds (that is, 1.5 arc seconds in each compo­
nent). Theodolite tilts in mountainous regions are 
less than 5.0 arc seconds, if adopted field proce­
dures were sustained. 
Standard errors on direction observations should 
have been assigned as a function of line slope for 
the NAO 83 adjustment. 

Crustal Motion as an Error Source (sec. 19.7) 

NAD 83 coordinates may be biased by a few me­
ters in the western part of the region affected by 
the 1964 Alaska earthquake. 
In California, errors in the crustal motion models 
contribute less than 2.2 ppm in rms scale error and 
less than 0.90 arc second in rms orientation error. 

Station Heights as an Error Source (sec. 19.8) 

The standard errors assigned to distance observa­
tions were formulated so as to account for the 
uncertainty in station heights as well as to account 
for observational error. 
The NAD 83 adjustment employed Rapp 1978 
geoid heights. Errors in these geoid heights would 
distort no distance derived from NAD 83 coordi­
nates by more than 0.4 ppm. 
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20. DISSEMINATION OF NAD 83 DATA 

John F. Spencer, Jr. 
Steven A. Vogel 

William W. Wallace 

20.1 INTRODUCITON 

The task of data dissemination started as soon as 
the formal numerical task of the NAO 83 adjustment 
was completed. The National Geodetic Information 
Branch (NGIB) had been preparing for this task for 
several years. NAO 83 coordinates were distributed to 
subscribers of the NOAA Geodetic Control Automatic 
Mailing Service in March 1987. NGIB began publish­
ing NAO 83 data sheets, including new state plane 
coordinates, station descriptions, and other related data 
elements in October 1987. These published data are 
available in quadrangle format, identified as NAO 83 
horizontal geodetic control data quads. The first pub­
lication in this format was available for the region 
bordering the Gulf of Alaska in the Cold Bay area. 

This chapter details the various aspects of dissemi­
nating NAD 83 data, including data availability and 
applications as they are now being assimilated into the 
surveying and mapping community. 

20.2 GEODETIC DATA PUBLICATION' A 
HISTORICAL PERSPECTIVE 

The National Geodetic Survey and its predecessors 
have distributed horizontal control data for more than 
150 years. The results of the 1927 adjustment were 
first published in bound Special Publications by states 
(Dracup, 1976). These included volumes for Arizona, 
Arkansas, California, Colorado, Kansas, Louisiana, 
Michigan, Minnesota, Missouri, New Mexico, North 
Carolina, Oklahoma, Oregon, South Carolina, Tennes­
see, Texas, Utah, and Wyoming. In the late 1930s, 
lithoprint data were introduced in loose-leaf form, ap­
parently to make updating easier. This involved sepa­
rate listings for geographic positions, plane coordinates, 
and descriptions. Figures 20.1, 20.2, and 20.3 show 
examples of these formats, called "'lithos." Some ad­
vantages to this format over the previous bound state 
volumes included the availability of all geodetic 
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Figure 20.2. Sample of state plane coordinates on old format. 

azimuths and lengths, and presentation of the data in a 
more orderly fashion with regard to the actual route of 
the survey and the area covered. Unfortunately, these 
advantages were more than offset by the numerous 
sheets of paper required to compile the information for 
a single station. 

During the period from the mid- l 930s to the mid­
l 950s, the number of stations published by the Coast 
and Geodetic Survey (C&GS) increased by a factor of 
10. Since the cost of reprinting and publishing "lithos" 
was high, publishing and updating new data proceeded 
slowly. 

In 1957 the Coast and Geodetic Survey (C&GS) 
reorganized its data publications into smaller group­
ings. A 30-minute by 30-minute quadrangle format was 
chosen. At the same time, the geographic positions, 
plane coordinates, and descriptions, which had been 
published as separate booklets under the litho format, 
were combined into a single data sheet. The new quad 
format contained a single sheet for each geodetic con­
trol station. As part of the process of creating a single 
data sheet, all of the data for a station except the 
description were put into computer-readable format. 
The earliest version of this key entry process created 
"9-cards," so called because the data for each station 
were contained on nine 80-character punch cards. Data 
from the "9-cards" were automatically printed on the 

right side of the new data sheet, and the station 
description was typed or pasted on the left side. (See 
fig_ 20-4-) 

The conversion to the quadrangle format was under­
taken as a long-term project, to be accomplished sys­
tematically over a period of years. This task proceeded 
slowly but steadily until the early 1970s, when plan­
ning for the NAO 83 readjustment began. One of the 
first tasks of the new adjustment was to form an 
inventory of NGS' data holdings, and the files of 
published stations were the most reliable guide to that 
information. It was clear at the outset that all activi­
ties associated with the new adjustment would be per­
formed by computer, and that a data base of these 
data holdings would be built to support the many 
computational and data processing activities associated 
with the new adjustment. NGS therefore recognized a 
requirement to place all the coordinates in machine­
readable form. Since the conversion to quadrangle for­
mat was only partially complete at this time, this new 
requirement provided an impetus to accelerate and 
complete the conversion. 

At the same time, NGS decided to perform key 
entry for the descriptions and for the supJXJrting data 
accompanying other publications as well as for the 
coordinates. Furthermore, the publication data would 
also be carried in the single NGS data base. This 
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UNITED STATES COAST AND GEODETIC SURVEY 
Deacr1pt1one ot Triangulation Stations 

daon Rl.Yer Part V Btaatebur to Malden New York 

VER (Dutchess County, New Yorlt,E.B.,1857;C.A.E.,1933)-­
Station searched tor; unable to recover ea.me. The r.111 on which 
thia station 18 located has been under cul t1vat1on in recent years 
and the station was probably destroyed. New e-tat1on established. 
(No deS<lription received.) ....... 

llURTEMBURG PRESBYTERIAN CHURCH (Dutchess County, New York, 
E.B. ,1857;0 • .4.i. 1933)--As there is only one ohuroh in Wurtemburg, 
New York, which 11 the Vurtemburg Lutheran Church, 1 t is believed 
that the description and sketch acoompanying the records is or the 
spire located in 1857 and listed in the data as Wurter:cburg Presby­
terian Church. No original description. 

WURTEMBURG LUTHERAN CHURCH (Dutchess County, New York,C.A.E., 
1933)--Thia ia the only ohuroh 1n Wurtemburg, New York. The sta­
tion is a cupola on top or the church. The church le wh1 te w1 th 
blue blinds and a shingle root. There are two gold balls and a 
wind vane on top of the cupola. Distance and direction not com· 
puted nor observed upon. 

Height of signal above station m~rk. - 15 meters. 

1------------=j 

Wurtcmbur3 luthern Church 
W11rtemb11r4, tt}'. 

... 
<;;.:., 

D (":t;n 

••••••• r ~J 
VAN (Dutoheas County, New York,C.A.E. ,1933)--This station ia 

looated on the E shore or the Hudson River on the W end of the S 
abutment to the railroad bridge over the stream connecting Van­
derberg Cove with the Hudson River. The station 1s marked by a 
standard diek cemented 1n a drill hole in the top of the abutment 
2 feet rrom the W edge of the abutment and about 2 feet from the 
H edge of the abutment. The abutment hae a large crack 1n 1 t. 

Reference mark No.l 1e a standard d1ak. 1n the E end o! the 
eame abutment and reterenoe mark No.2 1e a similar disk 1n the W 
end o~B5~~T S pier or the bri~~TANg~able to oooupy r•gr~0~~0;arks. 

CAVE 2 •etera 0°00 1 00~0 
Esopue Meadows Lt. At. mlt. 15 42 45. O 
R.M.No.l 17.58 209 07 19.9 
R.M.No.2 11.69 126 41 22.5 
R.M.No.l to R.M.No.2 19,76 
Height of e1gnal above .station mark - 3.0 meters. 
Height of tele1oope above station mark - 2.0 meters. 

Vdnderber~ Cove 

Hud.,on R1t'cr 

N~--------

VAN (Dutchess County, New York, C.A.E., 1933 ;R. C.B., 1935)--Re­
oovered in good oond1 t1on as described. 

Additional measurements were taken, ae per sketch, to assist 
1n locating station on the aerial photographs. 

Distances to Station 
A - 2.0 meters 
B - 0.9 meter 
C - 0.8 meter 
D - 0.1 meter 
E - 1.2 meters 
F - 2.8 meters , 11 

r-----1-....,, 

JONES ISLAt'D (Dutchess County,New York,E.3.,l857;C.A.E., 
1933 )- .. Not recovered •. The description of this old stat ion gives 
a sketch and states that the station consists of a pole secured 
with an iron cone. It is believed that this "'1as done by 1:. Blunt 
in 1857. The entire top of the island was spaded up bUt no iron 
cone could be four.d. A new station named 11 JOKES ISLAND 2, 1933" 
was established on the top of the island. 

**·:!-'F1-1"* 

JON'S.S ISLAUD 2 (Dutchess County,"!'lew York,C.A.3:.,1933)--Thla 
stat ion is located on the highest part of Jone11 Island in about 
the same )lace as old statton JONES I.::>LAND 1857 which could not be 
recovered. This island consists of a large solid rock with eA.rth 
on the top located on the E side of the Hudson River near the NW 
end of VanUerberg Cove. The station is marked by a standard dlslc 
stamped "JO!'tES ISLAND 2, 1933" cementP.d in a drill hole in a 
large rock buried flush \Vith the surface of the ,.;round on the 
highest part of the island. 

Reference mark$No.1 and 2 are standard disks stamped 11 JONES 
ISLAND 2, 1933" cemented in drill holes in the bare rock ledge on 
the island. 

OBJECT 
SUNOCO 

DISTANCE 
meters 

Esopus Meadows L.H.Az.Mk. 
R.M.No.1 8.oo 
R.M,No.2 9,94 
R,M,No,l to R.M.No.2 9,25 

DIRECTION 
0°00'00'!0 

271 06 33.1 
287 56 09.4 
226 46 45.1 

Height of signal above statlon mark - 3 meters. 
Height of telescope above station ma.rk - 2 meters. 

l'i'l C ~R 

~ .-. ,..._ ___ _ 
A = 6.o m 
B =16. 7 m 
C = S. 4 m 

JONES -ISLAND 2 {Dutchess County, New York,C.A.E.,1933;R.C.B., 
1935)--Recovered in good condition as described. Description is 
adequate. 

***-:!-*~ .. * 
FLAGPOLE, WIND VA}JE (Dutchess County,New York,C.A.E.,1933)-­

This station consists of a flagpole with wind vane on top located 
on the lawn in front of Jacob Ruppert's home just N of Vanderberg 
Cove, near Jones Island. It is about 2 miles S of Rh1necl1ff, 
New York. The house ls white and green with a slate roof with 
some red slate. The house has a sharp pointed 4-slried roof. 
Sketch gives further details. 

Height ')f signal above station mark - 25 meters. 

il 

\ 
i 

Va.ndcrberg 
Cove 

N.~. Central 
Tr4CS::$ 

Porte 

T 

Proped'j O<Nned I>)' 

J4cob Ruppert 
·c··- ch1niriey 

FLAGPOLE, WIND VANE (Dutchess County,New York,C.A.E.,1933; 
R.C.B.,1935)-~The flagpole has broken off at tho base (abqut 1 
year ago) and only the concrete base now remains. Mr. Ruppert 
stated that a new flagpole would be placed 1n exactly the same 
location ln the near future. Station le lost. 

Figure 20.3. Sample description of triangulation stations on old format. 



Jl!LY 1976 
US DEPARTMENT DF COMMFRCE 
ENVIRONMFNTAL SC ILNCEo SERVICF', A~Ml'<IS 1 RATION 

COAST A~U GEODETI: 5CR',LY 

HORIZONTAL CONTROL DATA f'LOlllDA VOL II P.age 1021 
QUAD 300861 STATION 

iUA-FlA by the 
Coast and Geodetic Survey 

NORTH AMER:CAN 1027 DATUM 

tATITUDE XJ°)O' TO )1°00 
lONG.TLIDF s6' oo' TO 86° 30' 
OIAG~AM NH 16-5 PENSACOrA 

•O•• >OR• 70-" "-'- DOP .. TME"T D• COMM .. CE 

oc"'" •"D "~°'"'O"C '""'"'"""'0" 
DESCRIPTION Of TRIANGU~ATION ~TATIOH ""'

0
"•'"G'°

0
"''-"''""""' 

"'"E OF OT•TOON CAIN 2 
'""'" -o•• Niceville 
""'"' o• o•RTY C .L • .,ov~k 

<••T• Florida cou•<> Okaloosa 
',C 'D"""' NO 300861 

1975 o"'c"'"Eoa> R.P. Konrady 
r-. 
t_':_"' "o"' o' ""'coe< AOOvo '""o" •••• 1 MFTEOS.t '"'G" o• c•O•l .,ov' '""o' ""' 1 •<tER• 

1 '""AC'•" "'o' M<R<, Ol!UHCE> •"D OIOfCTIOH! TD ""MUTH MAR" ....... CE MAR" AMO PROMIMEMT 
?a "'o""""o".""-""ION "'" o•JOCH •MICH c•H •• >EEM ••O.. tH• OR01.JHD •T '"' >T•TID" I 

o•'>u """'"" """"c' tj °'"'cno"' 
~=-- .... ""·~ __ _, 

A~i£1~~~riield 2 '/later Tank t / 
110 
110 
no 

1942 (finial) SW Approx •• 5 mile 
~ 3 NE I 37.71 11.494 
AZ MK NE Approx. o._j 11111 
RJi! 4 SW 37.19 11.335 
~ 3 to~ 4 74.89 22.827 

00 00 oo.o 
175 31 54 ·" 
184 46 23.9. 
355 31 is ·" 

Station iS ebout 14.5 miles southeast of Crestview, 8.5 m,iles 
northeast of Niceville, 1. 75 miles northeast of Auxiliary Field 2 and 
on State Eighwey right-of-way property, 

To reach the station from the junction of State Highways 85 and 
20 in Niceville, go east on State Highway 20 for 0.8 mile to the 
junction of Sto<te Highway 285 on left. Turn left and go northeast on 
5tate '.iighway 285 for 5.8 miles to a crossroad. Continue northeast 
on State Highway 285 for l ,65 "1.iles to the top of rise o:f hill and 
the station on left, 

5t,,tion mark, a standard disk stamped CA!N 2 1975, 1s set in 
the top of a 1?-inch cylindrical concrete monument that is set flush 
the the ground surface. It is 194 feet northwest of power line pole 
EAA 44, 86 feet northwest of the center of State Highway 285, 2 reet 
northeast of a metal wi tnese Dost and 2 feet southwest of s metal 
witness post. The underground· mark is set in the top of' an irregular 
mtl-Ss of concrete 3.6 feet below the ground surraee and etS!l'lped CAIN 
2 1975. 

Reference mark 3, a standard disk stamped CA!N 2 WO 3 1975, is 
set in the top of o 12-inch cylindrical concrete monument that ie 
set flush with the ground surf,,ce. It is 206 feet northwest of power 
line polo SAA 44, 8f\ feet northwest of the center of State P.ighway 
28'.!, and 1.5 feet west of a metal witness post, 

Reference mark 4, a standurd disk stamped CAIN 2 NO 4 1975, is 
set in the top of a 12-inch cylindrical concrete monument that iS 
set flush with the ground surface. It iS 189 feet northwest of power 
line pole EAA 44, 84 feet northwest of the center of State Highway 
285 and 2.) feet northeast of a mettl witness post. 

Azimuth mark, a stand=i.rd diSk stamped CAIN 2 AZ 1975, is set 
in the top cf a 12-inch cylindrical concrete monument that is pro­
jecting 3-inches above the ground surface. It 1e 77.5 :feet eoutheast 
of the oenter of State Highway 285, 73 feet eouthweot of power line 
pole EAA 49, 1 foot northwest of the right-of-way line and 6-inches 
northwest of a metal witness post. 

To reach the azimuth mark from the etation, go northeast on 
State Highwey 285 for 0.3 mile to the azimuth mark on right,. 

•••'-" •• '"'" •• ~'"""'' oi '""''"''"'" ••d ••••• '"°''o"''""' •I .,, .. ,,Jono• 
'To"""'""_.,""'" •h•• ~ '"••••••"" ,,.,1.,, ,, ••••o """' 

- ,')lr,, ./ ,/' 
Ol>,.•w•~•.,I< m• .. ~•; <l«k•a•. ,.frn•d '° '"' "' ""•••· 

ADJUSTED HORIZONTAL CONTROL DATA 

"'"' •• "" 
0

• CAIN 2 

""'' Florida 1975 First -o•"'" 

G-10823 
No observation check on this posicion 

I
-"· .. ",.,,c" 30 35 5~.3a~· - I •c··-- '" 56 "'"". l 
'·"" .. _ ".,-.,- "" 86 25 59.65788 _____J scaled "" 

~ --- ~ 

a~, 1 o~t-•i.:±==" 1 '-''::,:,·~~j 
,., •••• '"'mo'""" '•' ••••• , ,, •. ,,. """""" .• , •••.•• "'' -n 

IOArn 2 ''" ~"' . I, W8"28 os:' zoo·uu· 0903 
' ''''""''"'"'' '"',"'"'"j'" ··:·::·::·· '"' 

.'osition determined by traverse f~om st~tion CAI 1950 I I 

Figure 20.4. Example of horizontal control data provided to requesters until the late 1970s. 
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decision opened the way for complete automation of 
the publication process. It also provided the tools by 
which NGS could develop a consistent view of its data 
holdings. 

In 1973, the "9-cards" were condensed to a "3-card" 
format. The remaining 3-cards needed to complete the 
conversion to quads were keypunched and verified by 
in-house personnel during 1973 and 1974. When this 
task was finished, this file contained more than 
700,000 80-character records. 

In order to match all data files for a sta­
tion-3-cards, descriptions, and observations-a unique 
identifier called a QID/QSN (quad identifier/quad 
stations number) was established. The QID identified 
the 30-minute quad, and the QSN was the station 
number within that quad. The unique identifier not 
only assured that the matching process would be valid, 
but also provided the basis for an automated publica­
tion system in the future. 

The description files contained an estimated l 0 mil­
lion 80-character records. The task of keying these 
data would require more than 50 staff years of effort 
(Wallace, 1979). This figure did not include time for 
data preparation, coding, and post-keying validation 
and editing. The key entry of the station description 
information was perceived and planned as a project 
which could be more appropriately accomplished by 
contract than by in-house personnel. As early as 1974, 
pilot projects with the Veterans Administration and 
the Federal Prison Industries determined that keying 
the descriptions under contract was feasible and prac­
ticable. 

In 1975, the project to key station descriptions 
received a boost in the form of unexpected funding. In 
that year, the U.S. Congress provided funds to assist 
economically depressed cities under the Title X pro­
gram. This program would fund various government 
projects as long as the work was carried out in one of 
the specified cities. NGS applied for and received 
$700,000 under this program for keying station de­
scriptions. The initial contract was with Steele Data 
Processing Corporation in Detroit, Michigan. More 
than one-half of the station descriptions and recovery 
notes in the historical files were keyed under this 
contract. 

The contractor used key-t(}-disk equipment for this 
operation and produced a final magnetic tape only 
when all reformatting and validation were completed. 
An error rate of 0.3 percent or less was required. This 
I-year contract provided NGS with more than 500 
magnetic tapes, each holding approximately 10,000 
records which would form the horizontal station de­
scription portion of the NGS data base. 

Over the next 3 years (1978-80), several contracts 
provided the means to complete the keying of histori­
cal horizontal descriptive data. Although these data 
were relatively error-free, further processing was neces­
sary to make them conform with the standards pre­
scribed in Input Formats and Specifications of the 
National Geodetic Survey Data Base, informally 
known as the "Blue Book" (Pfeifer, 1980; revised 
FGCC, 1989). This process, called "extraction," is dis-

cussed in section 20.4. The processing of new descrip­
tions and recovery information is an ongoing proce­
dure. The goal is to complete the extraction of data 
from existing records and update the NGS data base 
without accumulating any backlog. 

By digitizing station descriptions, NGS produced a 
complete sheet by an automated process for the first 
time. This was done by combining information from 
the position and description files in the data base. 
Figure 20.5 shows the resultant data sheet. During the 
early 1980s, preceding the final stages of the NAO 83 
adjustment, this was the horizontal geodetic data prod­
uct disseminated to users. 

20.3 GEODETIC NETWORK DIAGRAMS 

Project sketches provide important documentation 
and are always included in the final report of a survey 
project (Spencer and Collom, 1980). These sketches 
are developed during the planning and execution 
phases of the survey project. After completion of a 
project, they provide a graphical depiction of the loca­
tions of the geodetic control marks. By showing the 
observations, they also provide the user with an indica+ 
tion of how strongly each control station is tied to 
other stations in the network. 

Several methods have been used to provide a con­
solidated representation of all geodetic control in a 
given geographical area. Prior to 1927, the networks 
were shown only for coastal areas using nautical chart 
bases published by C&GS. They were also shown on 
annual status maps depicting the entire U.S. horizontal 
network on a single sheet. 

After the 1927 adjustment, densification surveys 
were performed on a large scale by various Federal, 
state, and local governments and private organizations, 
greatly increasing the total number of control points. 
The geodetic control diagram was introduced to assist 
users by showing all geodetic control for a given area. 
There have been several series of these diagrams. The 
major series, which evolved in the late 1950s, provides 
horizontal and vertical control network information 
overlaid on U.S. Geological Survey (USGS) 1:250,000 
base maps. Because it provides an index of geodetic 
control over a large geographic area, this series has 
been very popular with users of geodetic data. 

Another series of geodetic control diagrams exists 
for coastal regions. It depicts horizontal control on the 
nautical chart bases of the National Ocean Service 
(formerly the U.S. Coast and Geodetic Survey). These 
chart bases are typically at much larger scales than 
the 1:250,000 USGS bases. Scales of 1:40,000 and 
1:80,000 are common. These larger scales are advanta­
geously used, since the geodetic control networks tend 
to be denser and more congested in coastal areas. 
Another series covering Alaska uses much smaller 
scale (1:500,000) aeronautical chart bases produced by 
the National Ocean Service to portray control in less 
congested areas (Spencer and Nussear, 1986). 

Geodetic control diagrams have been published by 
manual cartographic processes. The revision of a dia­
gram by manual means typically requires 2 to 3 



US DEPARTMENT OF COMMERCE NOAA 
NOS NATIONAL GEOOET!C SURVEY 
ROCKVILLE MD 20852 JUL 1980 

HORIZONTAL CONTROL STATlON: PANOS 
GEODETIC POSITION DATA-

DEG MJN SECONDS 

HOR\20N1A~ ~ONTROL DATA 
NORTH AMERJCAN DATUM 19Z7 

PROJECT ACCESSION NUMBER 1'-831 

STATION INFORMATlON-------------
TYPE: 1ST-ORDER TRIANGULATJON 

PAGE 011 
QUAD N26080111 OSN 0007 
CONTRCJL DIAGRAM NG 17-S 
FL-PALM BEACH COUNTY 

LATlTUOE: 
LONGITUDE: 

26 54 25.49Z03N 
80 04 03.96078~ 

343 16 53 4 FROM 

OBSERVATIONS BY NATIONAL GEODETIC SURVEY IN 1970 
ADJUSTED BY NATIONAL GEODETIC SURVEY IN 1979 

AZIMUTH 1: SOUTH AZIMUTH REFERENCE OBJECT 1: GOLF Z 1970 

ELEVATION: 2.4 METERS ELEVATION DETERMINED BY TRJGONOMETRJC LEVELJNG 
7.9 FEET 

GEOID HEIGHT' 0 METERS 

ST A TE PLANE MO UNIVERSAL TRANSV~RSE MERCATOR COORDINATE SYST~MS------- --------------- - --------------------
' ' XIEASTING 

GRID ZONE FEET FEET METERS 
fl-TM E 803816.04 936473 '3 245003.618 

OTM " 591571.725 
OTM " -3611 63 9 

YINORTHJNG P 0 INT SCALE CONVERGENCE GRJO AZIMUTH GRID AZIMUTH Z 
METERS FACTOR DEG MIN " [ DEG MIN SEC DEG Ml' SEC 

285437.672 1 .00004700 • 0 25 18. 9 3 42 5 1 34. 5. 
2976317 mi 0 99970)79 •0 25 1 g. 9 1 62 51 3' 5 • 
2986073.223 00273260 - 2 1 7 5 3 . 6 10 5 " 4 7 . 0. 

•CAUTION ARC-TO-CHORD CORRECTION ASSUMED ZERO 

STATION OESCRIPTION--------
ORGANIZAT!ONS MARK: NATIONAL GEODET J[ SURVEY 
YEAR DESCRIBED: 1970 CHJEF OF PARTY: CLH REACHED BY: CAR 

HEIGHT OF TELESCOPE: 23.7 METERS 
PACK TIME: 00 HRS 00 MIN 

CODE-- MARK-
SURFACE 

004 UNDERGROUND 
D08 REFERENCE 
L 13 REFERENCE 

--- TYPE OF MARK­
TRIANG STA DISK 
SURVEY DISK 
SURVEY DISK 
LANDMARK 

CODE------ REFERENCE OBJECT----
0 0 8 GOLF 2 
0 0 8 PANOS RH 2 
L 1 l JUPITER INLET l lGHTHOUSE 
008 PANOS RM 1 

PANOS RM 1 
-o PANOS RM Z 

SETTJNGILANDMARK TYPE----------
SET INTO THE TOP OF A ROUND CONCRETE MONUMENT 
SET INTO THE TOP OF AN IRREGULAR MAS: OF CONCRETE 
SET INTO THE TOP Of A ROUND CONCRETE MONUMENT 
LIGHTHOUSE 

HEAO!NG- DISTANCE--·--------- DJRECTJON---
000 00 00 0 

" 7 7. 0 1 FEET " ''° MTRS 169 42 02 

' ESTIM APPROX 4 Ml '79 T 1 '9. 
SE 8 2 • 0 8 FEE I z s . 0 1 9 MTRS "' 3 5 19 

1 5 8 • 9 s FEET 

MAGNETIC 
UNKNO~N 

UNKNOWN 

PROPERTY 

-- MAGNETIC PROPERTY 
UNKNO~N 

UNKNO~N 

UNKNOWN 
UNKNOWN 

STATION IS LOCATfD ABOUT 4 MILES SCUTH OF JUPITER INLET COLONY ANO 2 MILES NORTH OF JUNO BEACH ON TKE ~EST RIGHT-OF-WAY 
OF U S. HIGHWAY 1. 

TO REACH fROM THE JUNCTlON OF U.S. HIGH>IAYS 1 AND A1A AT THE NORTH ENO Of BRIOGE OVER JUPITER INLET. GO SOUTH ON U.S. 
HIGHWAY 1 FOR 3.3 MILES TO STATION ON RIGHT AS DESCRIBED_ 

STATION MARK, A STANDARD DISK STAMPED PANOS 1970, !S SET IN T~E TOP OF A ROUND CONCRETE POST WHICH IS FLUSH WITH THE 
SURFACE OF THE GROUND. THE MARK IS 13& FEET WEST Of A CONCRETE PO~ER LINE POLE NO. 1908. 36 FEET ~EST OF THE CENTER 
LlNE OF THE SOUTH BOUND LA~E OF U.S. HIGHWAY 1 AND 4.7 FEET SOUTH OF A METAL WITNESS POST. 

(CONTINUED ON NEXT PAGE) 

Figure 20.5. Example of first computer-generated horizontal control data sheet. 
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months. In the mid-1970s many of the cartographic 
resources used to revise these diagrams were diverted 
to other projects supporting the NAO 83 adjustment. 
As a result, many diagrams were allowed to become 
out of date by 15 years or more years. 

At the same time planning began on the production 
of geodetic control diagrams by computer-assisted car­
tography. It was known that both station positions and 
observations were being put into machine-readable 
form for the NAD 83 adjustment. These were exactly 
the data that were needed for the geodetic control 
diagrams. Furthermore, these data would be available 
through the NGS data base. Hardware and software 
were still needed for the drafting tasks. 

In 1984 NGS arranged to share an Intergraph com­
puter-aided drafting system with the Nautical Chart­
ing Division of the Office of Charting and Geodetic 
Services. Specialized software was still needed to man­
age the data and to implement those functions which 
were particular to the geodetic control diagram series. 
This software was completed soon after the NAD 83 
adjustment, giving NGS the capacity to produce more 
than 100 updated geodetic control diagrams per year. 
Unfortunately, at the time of this report, budgetary 
constraints forced suspension of the production process, 
and the cartographic staff was transferred to other 
duties. 

Because all data are in machine-readable form, sev­
eral different products become technically feasible. For 
example, an overlay registered to the USGS base 
could be furnished on Mylar to fit over the user's own 
base map. Alternatively, NGS could furnish data and 
programs suitable for execution on a personal com­
puter, so that each user could select the appropriate 
options and have just the portion of the network of 
immediate interest drawn on the computer screen. 
NGS will continue to consider the format of a new 
standard diagram product. In the meantime, until ex­
isting inventories are depleted, requests for the old 
geodetic control diagrams will be filled. 

20.4 PUBLICATION OF NAD 83 DATA 

NGS began publishing NAO 83 data in two for­
mats. First, listings of final adjusted coordinate data 
(fig. 20.6) were published in blocks of 1 degree of 
latitude by 2 degrees of longitude, corresponding to 
areas depicted on the geodetic control diagrams. These 
listings include other numerical data associated with 
each station, such as plane coordinates and elevations. 

Next, NGS began the publication of NAD 83 data 
sheets. Today's sheets include comprehensive recovery 
information, a complete description of the station's 
location, and the adjusted coordinate data. Data sheets 
are grouped into 7\12-minute quadrangles corresponding 
to the U.S. Geological Survey 1:24,000 scale map 
series. The production of this second publication for­
mat is more complex, requiring that station description 
information be updated, corrected, and merged with 
NAO 83 coordinate data. 

Although the adjustment has been completed, vali­
dating and entering the computer-readable station de· 
scriptions into the NGS data base, a task begun in 
1978, are still continuing. This process is extremely 
labor-intensive, often necessitating extensive manual 
searches to uncover discrepancies, duplicates, or voids 
in the information record for a given station. 

The extraction process involves reviewing and cor­
recting the station description and recovery informa­
tion. The data elements include the text and codes 
used to describe the following: the surface and under­
ground markers used for a control point; how the mark 
is set in the ground; magnetic properties of the station 
mark which may aid in locating it; the mode of trans­
portation used to reach the station, and any .. pack 
time" (the time required to carry equipment from the 
last point of transportation) to the station; distinguish­
ing features of a man-made landmark used as a survey 
point; and the condition of the station when it was 
recovered for use in various survey projects. In addi­
tion, azimuths embedded in the descriptive text are 
converted to compass bearings during the extraction 
process. An extensive set of standards for these data 
elements are contained in the NGS Blue Book 
(Pfeifer, 1980). 

The persons verifying this descriptive information 
use software programs to help identify apparent du­
plicate, missing, or incorrect information. In the case 
of man-made landmarks, a single survey point may be 
described in different surveys as a water tower, water 
tank, standpipe tank, or elevated tank. Here, the de­
scription checking program may indicate mismatched 
information, but it remains for human minds to discern 
whether this information is in fact mismatched, or 
whether it refers to a single point which has been 
given different designations in different survey pro­
jects. After verifying the apparent errors uncovered by 
the checking software, the station description informa­
tion is visually reviewed and edited for any remaining 
errors and updated with recent recovery information 
before being released for final publication. 

Each data sheet of the NAD 83 horizontal geodetic 
control data quads contains the following: latitude and 
longitude, the designations of the 7Yi·minute quadran­
gle in which the station is located and the geodetic 
control diagram on which is it shown, the position 
classification (order of accuracy), the accession num­
ber of the project in which the station's position is 
determined, the surveying method used to determine 
the position, the elevation, state plane coordinates, dis­
tances and directions to reference objects, azimuths to 
azimuth marks, a complete description of the station's 
locations, and comprehensive station recovery informa­
tion. 

In addition to the above information, the NAD 83 
data sheet contains the following elements useful for a 
large variety of geodetic data applications: geoid 
height value, deflection of the vertical at the station, 
the latitude and longitude shift at the station in sec­
onds (NAD 27 minus NAD 83), point position accu­
racy referenced to the center of mass of the Earth 
(when available), Universal Transverse Mercator 



228 

E • u 
~ 

" ·rl 

" 
~ 

0 
u 
~ 

c 
0 
u 
u 

•rl 

~ 

• 
"' 0 • 
" 

~ 

~ 

z 
0 .. 
" "' -"' "' ~ 

"' "' .. 
< z -c 

" 0 
0 
u 

"' "' < .., 
0. 

"' .. 
~ 
"' c 

"' < 
u .. 
"' 0 
0 

"' " 
M 
00 

0 
< 
"' 

w 

~ 
w 
0 • w 
> 
z 
0 
u 

w 
z 
0 
N 

w • < z 
z 
0 

ITT 
< 
ITT 
m 

z 
m 
0 
0 

0 

North American Datum of 1983 

ou~uoucuuuuu uu u uuu uuummu-uuuuuu u uuvuuu 
O<ll~<ll-~<ll<ll<ll<llt/l<ll~<ll<ll-<ll <ll<ll<ll <ll<ll<ll~N<llO<ll<ll<ll"'<ll<llmm<llO<ll<ll"'"'"'"' 

--<11-M~--on---MM~N oo- •••OO••NNNMMoo--om--••MM 
m ~ •~ •mmo --~~ ~~~ m 

. ' ' ' . ' . 
oooooooo-000000000000000-0000--00000000000000 

woo~~mWN<ll-~ffiM<ll~~~~MO--~NOON~OWOO~-~M~-o-N~•mM•m~ 
~mm-M-NWN•~··m·~~mmMmO~OOWWWW~W-N••WN~WMM•O•OW . ' . . 
ffi•N0ffiOOM-mMOOWOO•WO••WO•WM~•·mmN~~M~NOOMOffiW•N0000 
MM M-NM-MN~MMMN MMM ~ M~ qMq~- •N- •N•N•M 

g~~~8;20~~8~~~~~~~~8~~~0~8~~~~~~;~~~3g~;~g~~; 
ooooooo-0090009000090009000000--9000900909009 

z z z z z z z z Z<llZZZtnZZZ z z zz 
OD<DO<O<OOO<<<D<OO<OOD<D<D<<<D<<O<O<OO<O<O<<O 
~~>~~>~>~~~>>>~>~~>~~~>~>~>>>~>>~>~>~~>~>~>>~ 

~-n~m~mq~Nmmo-mroororoNNroOnnnron~mmro--m-N-on-vwmm 
mrov~mnmmnvNOmvm~n~~vn-ww~-N,~vmm~ronmmO~MNNNrom 
ro~mroroNMMOOOWN0WMOON-~VM~ro0MillN~NMVMW~NWNM7WOO~WWM 

no-ow-mwromN-m~NNNvm-mN-rorom7nrorow~70roN~~-w~morom 
m~mmonom~no--n~mwrowmmro~Nrommwwro-o,roomrow,-mromro­
~-ov~vmwro'm~vmmNmNNmmrowmmon--rov7m~wmrorovmonm~m 
OroW-NWNMWOO,VM~~mm~vnm-ro~roNNmmNv,mm-mmmvmwroromm 
-n-~Nm-vrowmnoo~mroroNmmmNmNOnroromroromN--rowvmnmNNm 
v;w;vm;m,,nmmwnm,,mn,vwnmvwmm;mmnmvmnvmnwnwwn 

M M M MMM M M M M MMM MM M M M M MM 

vm<07NM~vvvmm~mnmnoovo~~VNNO-mmnonnmonnnmowm­
-mnn-~nn-Nm-mN-om-m;mn;--~mmONNmm--vnonmo-rom­
ON-OONNronmmwnro~-o-;rom-~O;N-w~nm-~mroNmvoo-m-mmv 

mNmm-m-n~-~~~vronmmmvm~ro-ro~m-Nmromv-rorommNNnNnmn 

~~m8~~~3~g~~g;~!~~~~~~~~g~g~g~*~~;~*~~~~9~~ss 
mNmnrovNvnm~roo~wv--~wN~vnNvmroroomNmwnomw;mmnvro~ 
N7NM~~~~mmnnnvvm~~NNN'~~Nnnmmmmmnnv;nmNMMMMNN 

---- o o -----o ----o N--oo -o----- -------N N NNN N N N - NNN -N N N N NN 

;;rommmmmN;,,-mmn-~mmwro---NN--rororooo~mmmrommmmv; 
Mnvnn;NNnm;vn--- q ;q;nnmm;;; mmmm-;; NN 
Nnmo;n--ONnnrommm-o;;n~---rorororonnnnn-mm-mNN--NN 
mno-~Nmmo-oo---;oooo--ooommNNNNNOOmoo-moooooo 

rommoorommvn~~ommo~w~~-nmmm--nro---mmmnnmvmmoonn 
ro-Nm~mroro~WNN~--mn;rororomnnn--nmnnn--mmm~n--roro-­
vroooro-mmm-roroOOO,m-~~~romwmnnMN---nnNmmm~''0000NN 
~ro-Nmo~~rooNNrommNmrommmNOOO~mwONNN~LO~~vmn--mwoo 
-nroN,...~Oomnroro-mmN-mOONmmmLr>;~ooNmmmmmomLOmmrooo--mm 

mnronromoooo~~wvnn~Mnooor----nnromooo--wnnn~--~~mm 
~NLONNNill ---VMMMM MLOLOLOMMnn --NMM N --nn 

o~oo-Nmmmro-v;ommooorooooowmmmmNNWW~~~nn~LOmN~nnNNrooo 
illLO~LON---OMLOillillLOLOM--~~vm---mLr>--OOOLOLO~illLOnVillillLOLOV~ 

ITT 
0 
m 

ITT me 
omm oom 
000 _,,,_ 
mo-
m--
<.<>~~ ,..._,.._ ~ 
000 ••• 000 

gg 
mm 

-wmv 
0 0 0 LO 

8888 
<'< N N N 
('} -- -
'f N N -
~WW~ 
~ ..... ~ ~ 
0000 
oorororo 
MM<'JM 

mom 
mm-
888 
o-m 
-m-
--"' 
~~~ 
000 ••• moo 

m 
m 
m 

moo 
moo 
888 
00-
00--·-.,, 
''' 000 ••• 
"' '" '" 

0 

8 
N 

• m 
g 
N 

. 
~ 

~ 

' 
0 

0 

0 

! 

. 
j 

' 

' 
] 
' 
~ 

m 

i 
; 

' ' 3 

' 
; ~ 

' 1 . 
4 ,. 
-0. ;;_ 

0 -:; 

' ' ' § 

~ ~ 



Chapter 20. Dissemination of NAD 83 Data 

;!CAA :;cs C&GS PU3L:SH=:D: :-'..:i..RCH 1989 

AMERICAN DATUM 1983 
CONTROL DAT A 

NORTH 
HORIZONTAL 

STATION NAME: ELKWOOD 

GEODETIC DEG MIN SEC 

LATITUDE; 38 30 46. 22450 N 
LONGITUDE; 077 49 13.70758 W 

CLASSIFICATION: SECOND ORDER 

GEODETIC AZIMUTH· NONE 

ELEVATION· 107. METERS 
(ABOVE GE010) 

GEODETIC DATA 

STD. ERROR 

,o 3 METER 

STATE: VIRGINIA 
COUNTY: CULPEPER 

QUAD: N38077432 
CONTROL DIAGRAM NJ 18-4 

WASHINGTON 
USGS QUAD SHEET: REMINGTON 
PROJECT ACCESSION NUMBER G17289 

AZIMUTH MARK: NONE 

ELEVATION DETERMINED BY TRIGONOMETRIC 
LEVELING AND REFERRED TO NGVD 29. 

229 

GEOID HEIGHT: -32. 4 METERS . ' METER GEOID HEIGHT IS BASED ON RAPP'S OSU 78 MODEL 

DEFLECTION OF THE 
MERIDIAN 
PRIME VERTICAL 

VERTICAL: 
+0.8 SEC 
+6.0 SEC 

•O ' SEC 
:!o. 9 SEC 

THE HORIZONTAL COORDINATES WERE ESTABLISHED BY CLASSICAL GEODETIC METHODS ANO ADJUSTED BY THE 
NATIONAL GEODETIC SURVEY IN JULY 1986. EARLIEST OBSERVATIONS WERE MADE BY THE COAST ANO 
GEODETIC SURVEY IN 1942 

SHIFT AT THIS STATION IN SECONDS (NAO 27 MINUS NAO 83) · LATITUDE -0.44996 LONGITUDE +1.02354 

STATE PLANE AND UNIVERSAL TRANSVERSE MERCATOR COORDINATES 

NORTHING 
METERS 

EASTING 
METERS 

POINT SCALE CONVERGENCE 
FACTOR DEG MIN SEC 

GRID AZIMUTH TO MARK 
(FROM NORTH)* 
DEG MIN SEC 

SPC 
UTM 

CODE 

V. N 

" 
2094143.003 3559262.878 0 99995004 + 0 25 26 8 
4266488 949 254081 784 1 00034482 - 1 45 25.8 

~ARC-TO-CHORD CORRECTION NOT APPLIED 

STATION HARKS AND REFERENCE OBJECTS 

REFERENCE DBUECT HEADING DISTANCE DIRECTION 

ELKWOOO AZ MK " APPROX 0.45 Ml 000 00 00 
ELKWOOO AZ MK 2 5' APPROX. 0 45 ~[ 000 " " ELKWOOD RM 2 NW 28. 685 METERS '" OS " ELKWOOD RM ' NE 126.99 FEET '" 09 08 

0 
s 

REMINGTON WARRENTON TNG CEN E APPROX. 2.0 MI 235 33 " .o 

THE SURFACE STATION MARK rs A SURVEY DISK SET INTO THE TOP OF A SQUARE CONCRETE 
MONUMENT. 

THE UNDERGROUND STATION MARK IS A SURVEY DISK SET INTO THE TOP OF AN IRREGULAR MASS 
OF CONCRETE 

(CONTINUED ON NEXT PAGE) 

Figure 20.7. Sample data sheet for NAO 83. 
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S7fl.':'ION N.11.ME:: ELKWOOD S'::'A'::'E: VIRGINIA 

STATION MARK HISTORY 

YEAR RECOVERED 
OR DESCRIBED CONDITION OF MARK 

RECOVERED OR DESCRIBED 
BY (CHIEF OF PARTY) 

1942" 
1958* 
1964* 
1965* 

STATION 
GOOD 
GOOD 
GOOD 

1971* GOOD 
*SEE PUBLISHED TEXT 

ESTABLISHED COAST ANO GEODETIC SURVEY (PLB) 
COAST AND GEODETIC SURVEY (LFV) 
COAST ANO GEODETIC SURVEY (JCB) 
COAST AND GEODETIC SURVEY (ELH) 
NATIONAL GEODETIC SURVEY (LFS) 

STATION DESCRIPTION 

DESCRIBED BY THE COAST AND GEODETIC SURVEY IN 1942 (PLB) 

STATION IS ABOUT t, 75 MILES E OF ELKWOOO RAILROAD STATION, AND 
REMINGTON RAILROAD STATION, ON LAND OWNED BY MR. H.K. PORTIS. 
SW CORNER OF HOUSE, 15 FEET NW OF THE NW CORNER OF THE CHICKEN 
1942, AND PROJECTS ABOUT 4 INCHES 

ABOUT O. 75 
STATION IS 
HOUSE IT 

MILE S BY W FROM 
155 FEET SW OF THE 
IS STAMPED ELKWOOD 

SURFACE, UNDERGROUND, REFERENCE. ANO AZIMUTH MARKS ARE STANOARD BRONZE DISKS SET IN CONCRETE, 
AS DESCRIBED IN NOTES 1A, 7A, AND 11A. 

REFERENCE MARK NO 1 IS 30 FEET S OF THE SW CORNER OF THE HOUSE AND 30 FEET NW OF THE NW 
CORNER OF A SMALL BARN ABOUT 1 FOOT S OF THE PICKET FENCE AROUND THE HOUSE. IT IS STAMPED 
ELKWOOO NO. 1 1942, AND PRDVECTS ABOUT 5 INCHES. 

REFERENCE MARK NO 2 IS ON THE W EDGE OF THE FIELD 10 FEET W OF THE CENTER WIRE OF THE THREE 
WIRE HIGH TENSION TRANSMISSION LINE, 99 FEET s OF POLE NO. SB R 68. rr IS STAMPED ELKWOOD NO 
2 1942, AND PROJECTS ABOUT 6 INCHES 

AZIMUTH MARK IS 0 4 MILE NE OF THE JUNCTION OF COUNTY ROADS 673 AND 674 ON THE W SIDE OF 
COUNTY ROAD 673, 17 PACES W OF THE CENTER LINE OF THE ROAD 

TO REACH FROM BRANDY RAILROAD STATION, WHICH IS ON U.S HIGHWAYS 29 ANO 15, GO EASTERLY ON 
U.S. HIGHWAY 15 ANO 29 FOR 2 5 MILES TO ELKWOOD POST OFFICE ON THE LEFT ANO RAILROAD STATION 
ON THE RIGHT, LEAVE U.S HIGHWAYS 15 ANO 29, TURN RIGHT ACROSS RAILROAD TRACKS, THEN LEFT AND 
FOLLOW COUNTY ROAD 674 E ANO SE FOR 1 7 MILES TO CROSSROADS, THEN TURN LEFT, AND GO NE ON 
GRAVEL COUNTY ROAD 673 FOR 0.8 MILE TD MR PORTIS HOUSE ON THE RIGHT AND WOODEN GATE ON THE 
LEFT. TURN LEFT THROUGH THE GATE AND FOLLOW FARM ROAD NORTHERLY FOR 0 2 MILE TO A YELLOW 
FARMHOUSE, THEN CONTINUE PAST THE FARMHOUSE FOR ABOUT 50 YARDS TO STATION 

HEIGHT OF LIGHT ABOVE STATION MARK - 27 METERS. 

STATION RECOVERY 

REPORTED BY THE COAST AND GEODETIC SURVEY IN 1958 (LFV) 

STATION, AZIMUTH ANO REFERENCE MARKS RECOVERED IN GOOD CONDITION ANGLE BETWEEN REFERENCE 
MARKS ANO DISTANCES TO REFERENCE MARKS CHECKED ANO VERIFIED. DESCRIPTION ADEQUATE AND CORREC; 
EXCEPT FOR THE FOLLO~ING 

STATION IS 45 5 FEET NORTHWEST OF NORTHWEST CORNER OF A CHICKEN HOUSE AND 16 FEET EAST OF TWIN 
8 INCH CEDAR TREES 

AZIMUTH MARK IS 74 FEET SOUTHWEST OF FENCE CORNER ON EAST SIDE OF COUNTY ROAD 673, t7 FEET 
WEST OF C/L OF ROAD, ABOUT 3 FEET HlGHER THAN ROAD, ANO SET IN AN OLD FENCE LINE 

(CONTINUED ON NEXT PAGE) 

2 

Figure 20.7. Sample data sheet for NAO 83 (continued). 
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coordinates, and standard errors associated with many 
of the values listed above. NAO 83 data also include, 
for each 7112-minute quadrangle, an explanation of the 
terms and codes that are used. Figure 20.7 shows a 
sample data sheet. 

20.5 PUBLICATION PRIORITY FOR NAD 83 
DATA SHEETS 

Publication priority depends on several factors, in­
cluding the degree of economic development and the 
level of field survey activity in a given area. Data for 
Alaska were published first, based on these priorities 
and the needs of a large-scale mapping program in the 
state. Data for Florida were recently published. Pub­
lication of data for the Gulf Coast States is now 
underway. Figure 20.8 shows the publication schedule 
by geographic areas. Data sheets based on NAD 83 
will be prepared for all of the United States over a 
5-year period (Spencer and Bishop, 1986). 

20.6 PUBLICATION TECHNOLOGIES 

What are the considerations for distributing such a 
large volume of data to a large and diverse population 
of users? To answer this question, consider the follow­
ing: Since the last general adjustment of 1927, the size 
of the horizontal network within the National Geodetic 
Reference System has increased more than tenfold. 
Originally NAO 27 contained 25,000 points. It has 
gradually increased by extension and densification to a 
270,000-station network. 

Based on samplings of computer-generated data 
sheets published in the 71h-minute quad format, similar 
to figure 20.7, an average of 2-1,4 pages of published 
data is required for each station. Therefore, one set of 
the NAD 83 published results would comprise approxi­
mately 600,000 pages, enough to fill 17 file cabinets. 
For NAD 27 data, an average of 200 copies was 
printed for each data sheet. Assuming the same de­
mand for NAD 83 data sheets leads to a requirement 
for 120 million pages, occupying nearly 10 miles of 
storage space. Fortunately, the demand for paper copy 
is expected to lessen in the future, to be replaced by 
demand for data on magnetic tape and floppy disket-
tes. 

The increased cost of printing and handling these 
data led NGS to investigate alternative publication 
methods, including micrographics and laser printing 
technologies. NGS anticipates the following benefits 
by applying these methods in the future (Spencer, 
1988). 

Computer-generated micrographics (reformatted 
digital data produced on microform) significantly re­
duce output requirements and associated material 
costs. The largest cost savings are realized by reduced 
physical storage and data handling. For example, to 
store one copy of the entire NAO 83 results, only half 
of one cabinet, instead of the previously mentioned 17 
cabinets, would be needed. 

With high-speed laser printers, it is possible to print 
individual data sheets and quadrangles on demand. 
This eliminates the need for mass printing, storage, 
and data handling (including manual file maintenance 
and data retirement). NGS expects to produce most of 
its future paper products by this method. 

A new technology which may be appropriate for 
publication of geodetic data is the CD-ROM (compact 
disk, read only memory). A single diskette would hold 
the geodetic data for a large area of the country 
(Spencer and Bishop, 1986). 

Without computer technology the NAD 83 adjust­
ment would have been impossible, as well as many new 
information processes. The primary advantage of com­
puter technology is flexibility, which in this case pro­
vides diversified products and customized services to 
the user (Spencer, 1979). 

20.7 USERS OF NAD 83 DATA 

In the last few decades the users of horizontal 
control data have become more diverse. In addition to 
the direct user in the surveying and mapping commu­
nities, many users of surveying and mapping services 
now have an interest in horizontal geodetic data. In­
cluded are those involved in endeavors such as satellite 
tracking and data collection, urban and regional plan­
ning, natural resource development and management, 
environmental hazard reduction programs, land infor~ 

mation systems, and nationwide transportation, naviga­
tion, and communication systems. Scientific users have 
become interested in the use of geodetic control for 
the positioning of precise satellite tracking systems and 
for the analysis of horizontal crustal motion. 

As the number and types of horizontal control users 
have increased, so have their accuracy needs. Many 
users now require relative positions accurate to 
I: 100,000 where I :25,000 was once satisfactory. Fur­
thermore, many now want to know the accuracy of 
relative and absolute positions. 

The NAD 83 horizontal geodetic control data sheets 
contain several data elements that were not previously 
available. These include the geoid height and deflec­
tion of the vertical at each station, its standard error, 
the accuracy of the position referenced to the center of 
mass of the Earth (when available), and the accuracies 
of adjusted azimuths and distances to nearby points. 
These new data elements are provided for the use of a 
new class of users, composed of those who have the 
requirements, the understanding, and the proper tools 
to make use of these data elements. 

20.8 NOAA AUTOMATIC MAILING SERVICE 

A subscriber to NOAA's Automatic Mailing Ser­
vice (AMS) purchases the latest geodetic data for a 
specified area and then automatically receives a notice 
of availability concerning revised or new data for that 
particular area (Spencer and Horn, 1981). Subscribers 
also automatically receive information flyers announc­
ing other geodetic products. This service eliminates the 
need for users to check periodically with NGS to 
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Chapter 20. Dissemination of NAD 83 Data 

NATIONAL OCEAN SERVICE 
CHARTING AND GEODETIC SERVICES 

NATIONAL GEODETIC SURVEY 

AUTOMATIC MAILING SERVICE 

The National Geodetic Survey {NGS) announces an improved mailing 
service to users of geodetic data and related products. NGS 
notifies users of newly published geodetic data in areas they 
specify and issues flyers announcing other geodetic products. 
To receive notifi.caton of products, please complete the informa­
tion below and mail to the address on the back of this flyer. 

Area Code and Telephone Number~~~~~~~~~~~~~~~~~~-

Indicate categories for which you wish to receive no ti f icati on: 

___ Hori2ontal Geodetic Data: Coordinate lists, Horizontal Control Quads, and Survey Project Data 

___ Vertical Geodetic Data: Vertical Control Quads, and Survey Project Data 

___ Gravity Data 

___ Geodetic Control Diagrams 

___ Calibration Base lines 

___ Software and Digital Data 

___ Publications 

Indicate your area of interest for these data categories by 
providing a detailed description (e.g., states, counties, 30' 
quadrangle area, or latitude and longitude boundaries) or by 
attaching a small .map. 

The procedure for ordering NGS products is provided on the 
back of this flyer. Products may be ordered at any time once 
NGS notifies users of their availability. 

Figure 20.9. Automatic Mailing Service agreement used for purchasing geodetic data. 

233 
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NATIONAL OCEAN SERVICE 
CHARTING AND GEODETIC SERVICES 

NATIONAL GEODETIC SURVEY 

Information Flyer 86-13 

DOCUMENTS AVAILABLE ON NAO 83 

NOAA' s Nat ion al Geodetic Survey_ (NGS) has completed the fin al 
computation of a North American horizontal geodetic datum, 
designated the North American Datum of 1983 (NAD 83) . This 
achievement, based on the adjustment of a quarter of a million 
points, provides a unified, consistent network of latitude and 
longitude values for the entire North American continent. 
This network is used by regional planners, engineers, surveyors, 
navigators, geophysicists, and a variety of other professionals 
who depend on accurate and reliable horizontal reference data. 

NGS has numerous publications describing various aspects and 
applications of NAD 83. A sampling of these is listed below. 
To order any of these publications, complete the requested 
information and mail with payment to: 

National Geodetic rnformation Branch 
N/CG174, Rockwall Building, Room 24 
National Geodetic Survey, NOAA 
Rockville, Maryland 20852 
Telephone: 1-301-443-8631 

Prepayment is required. Make check or money order payable to: NOAA, 
National Geodetic Survey. Payment may also be made by VlSA, American 
Express, or MasterCard. For orders sent outside the united States, 
a 25% surcharge must be added to the prices listed below to cover 
additional postage. 

{ ) \-OAA Completes 'orth American Datum Readjustment, by \'ogel. S.A. 
1986. 4 pp. $1.00. '.\o. of copies ordered 

The \"cw Horizontal Control Datum for !'Oorth America: 'AD 83, by 
\'ogel, S.A. 1986. 34 pp. $2.00. ,o. of copies ordered 

Impact of ~orth American Datum of 1983, by \\1ade, E.B. 1986. 
14 pp. $1.00. \-o. of copies ordered -----

'.\AD 83 Publication, by Spencer. J.F. and Bishop. \\.'.R. 1986. 
8 pp. $1.00. '\;o. of copies ordered 

Alaska Test of the Helmert Blocking 
by \'orhaucr, \-1.L .. and \\'ade, E.B. 
ordered 

Phase of the '.\orth American Datum, 
1985. 10 pp. $1.00. ~o. of copies 

( } The 'orth A.merican Datum of 1983; ('ollection of Papers Describing the 
Planning and Implementation of the Readjustment of the \'orth American 
Horizontal '.\et\\'Ork, 1983. 48 pp. $2.50. \"o. of copie~ ordered -----

\ J Datum Transformation fro1n \"AD 27 to '.\.4..D 83. by \\r'ade. E.B., and Doyle, 
D.R. 1987. 9 pp. $1.00. \"o. of copies ordered 

(continued) 

Figure 20.10. NGS flyer describing NAO 83 publications (first page). 
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determine whether updated survey information in the 
region of interest is available and then to place a 
separate order for the data. There is no charge for 
AMS membership. Subscribers pay only for data re­
quested. This service provides the primary means by 
which the NAO 83 results are being distributed to 
users and cooperative affiliates. 

Users subscribe to the AMS by completing the 
appropriate NOAA form. (See fig. 20.9.) Copies of the 
form are available from NGS at the following address: 

National Geodetic Information Branch 
N/CG174, Rockwall Building, Room 24 
National Geodetic Survey, NOAA 
Rockville, Maryland 20852 
Telephone 1-301-443-8631 

20.9 AVAILABILITY OF NAD 83 DATA 
PRODUCTS 

In addition to the two formats of NAD 83 data 
mentioned previously, NGS provides software for use 
with NAO 83 data and publications describing various 
aspects of the adjustment. NGS also sponsors work­
shops on interpreting and usings the data. Figure 20.10 
depicts an information flyer which lists publications 
available on NAO 83. 
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21. USER PARTICIPATION AND IMPACT 

James E. Stem 

21.1 INTRODUCTION 

The direct users of the National Geodetic Refer­
ence System (NGRS) fall into three general cate­
gories. The primary user is the geodetic survey­
or /engineer who relies on NGRS not only for project 
scale and orientation but overall confirmation as to the 
correctness of the survey. Secondary users rely on the 
surveys of primary users to produce a multitude of 
cartographic products. Tertiary users are the many and 
varied organizations actively coding land use informa­
tion with coordinate information for applications within 
automated mapping and data base systems. 

In addition, other users indirectly benefit from and 
support the system, although they do not directly use 
the data products. This group includes teachers of 
surveying and geodesy, researchers, consultants, and 
vendors of software products. 

NGS attempted to involve interested users and sup­
porters in planning and implementing NAD 83. A 
policy, initiated in 1975, publicized the solicitation of 
geodetic survey observations from public and private 
agencies for inclusion in the new adjustment. A 1977 
Federal Register notice announced the plan to develop 
the State Plane Coordinate System of 1983 (SPCS 
83), a plan requiring user participation. And in 1981, 
initial technical guidance was developed that described 
a methodology for performing the transformation of 
coordinates from NAO 27 to NAO 83. These three 
programs were designed to facilitate user familiarity 
and acceptance. 

Over the entire decade of the project the interest of 
users and supporters was maintained as NGS geode­
sists authored NOAA reports on the new adjustment 
and wrote articles for professional geodetic and survey­
ing journals. From the beginning of the project, it was 
clear that NAO 83 would impact all who used coordi­
nate information. 

21.2 USER PARTICIPATION 

21.2.1 Project and Data Submission 
As discussed in chapter 6, in the early 1970s the 

NGS Horizontal Branch prepared new surveys for 
digitizing in the TRAVlO format. TRAVlO was se­
lected as the format into which all geodetic data were 
placed for the adjustment. At the time NGS policy 
dictated that the Horizontal Network Branch would 
process geodetic surveys of agencies that adhered to 
requirements set forth by NOAA. Some of these re­
quirements were documented, while others were verbal. 
NGS did not require that the observational data be 
digitized. Paper-copy field records were accepted in 

any format and then digitized by NGS. This policy, 
however, proved to be costly and was discontinued in 
1975. 

Two factors affected NGS' decision to accept only 
digital data for contributed projects. First, the volume 
of contributed projects was increasing and, second, 
available resources were limited and needed to be 
directed to NAD 83. Recognizing the merit to be 
derived from these project submissions, NGS wanted 
to encourage others to perform and submit even more 
surveys. Because· funds were not appropriated for key· 
ing, NGS could no longer perform the task in-house. 
Believing that the analysis, adjustment, and publica­
tion of received data would more than compensate a 
contributing agency for the cost of placing the survey 
data in computer-readable form, NGS decided this 
responsibility belonged to the contributor. 

In 1975 NGS released the first draft of Input 
Formats and Specifications of the NGS Data Base. 
An updated draft, titled NOAA Manual NOS NGS 2, 
was prepared in 1978 for in-house use. This version 
was not officially released to the public. However, 
when the manual was again revised in 1980, it was 
officially released as a three-volume Federal Geodetic 
Control Committee (FGCC) publication. Volume I was 
titled "Horizontal Control Data" (Pfeifer, 1980). Later 
the same year volume II, "Vertical Control Data" 
(Pfeifer and Morrison, 1980) was released, and in 
1985, volume III, "Gravity Control Data" (Dewhurst, 
1985) was published. 

In 1989 the FGCC published a major revision of 
volume I (Federal Geodetic Control Committee, 1989). 
This latest issuance includes appropriate references to 
NAD 83, provisions for submitting Global Position 
System surveys, and a new station description format 
that is applicable to all control points regardless of the 
methodology used to position the station. 

To facilitate updates, the three-volume FGCC man­
ual is published in a blue loose-leaf notebook and is 
unofficially called the "Bluebook." The terms and con­
ditions for using the Bluebook were documented in a 
policy statement titled "Policy of the National Ocean 
Service with Regard to the Incorporation of Geodetic 
Data of other Organizations in the National Geodetic 
Data Base." The policy addressed the following sub­
jects: format, accuracy, monumentation, field records, 
project reports, and reconnaissance review. By adden­
dum to this policy, contributing agencies were kept 
informed of the date after which submitted projects 
could not be included within the simultaneous adjust­
ment of NAO 83. Throughout the period of the new 
adjustment the policy statement, which accompanies 
each Blue Book, has remained the document describ-
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ing the conditions under which NGS would analyze, 
adjust, and publish surveys of other organizations, and 
the datum on which this would be done. 

NGS input formats and specifications were de­
signed to make the National Geodetic Survey data 
base the repository of geodetic surveys that have been 
connected to NGRS. At the time these formats were 
conceived, it was recognized that Federal agencies 
housed primary sources of surveys that needed to be 
included in the NAD 83 project. Therefore, NGS 
assisted FGCC agencies to prepare their data for sub­
mission. Between 1974 and 1981 a total of 1,071 
projects containing 83,243 stations were completed for 
inclusion in NAD 83, of which two-thirds were contri­
buted in Bluebook format by public agencies. A de­
tailed list follows. 

No. of 
Organization stations Projects 

National Geodetic Survey, NOS 32,767 293 
Atlantic Marine Center, NOS l,352 52 
Pacific Marine Center, NOS 2,696 97 
U.S. Geological Survey 14,914 255 
State highway departments 10,221 231 
Other state organizations 4,650 33 
Defense Mapping Agency 731 8 
International Boundary Commission 7,052 20 
Bureau of Land Management 763 29 
Other organizations 8,097 53 

Total 83,243 1,071 

Public agencies viewed the use of the Bluebook as 
an opportunity to obtain consistency between their 
survey projects and NGRS. This consistency was most 
easily obtained if the NGS data base contained their 
survey observations. 

Consequently, surveys were received from state 
agencies-generally departments of transportation or 
departments of natural resources-from regional utility 
companies, and from local governments--often depart­
ments of public works. Although some private firms 
submitted projects directly to NGS, generally they 
were under contract from a public agency. Although 
most projects were submitted as a unit of work as 
observed in the field, some submissions were a compos­
ite of many projects, especially from agencies submit­
ting surveys from their archives. Use of the Bluebook 
provided many public agencies with their first chance 
to prepare for NAO 83. 

21.2.2 Development of the State Plane Coordinate 
System of 1983 

NGS realized that the geodetic positions of all 
stations would change as a result of the redefinition 
and the readjustment. These changes presented an 
opportunity to readdress the SPCS. Prior to NAO 83, 
the SPCS had been a system of map projections, 
projecting the ellipsoid of NAO 27 onto a plane. NGS 
had to decide whether to select either the identical 

map projection system or a different one to derive 
NAD 83 plane coordinates. The new system would be 
identified as the State Plane Coordinate System of 
1983 (SPCS 83), and the existing system renamed the 
"State Plane Coordinate System of 1927" (Stem, 
1989). 

Several alternatives were considered for SPCS 83. 
Some advocated retaining the design of the existing 
SPCS by retaining the projection types, boundaries, 
and defining constants. Others believed that a system 
based on a single projection type should be adopted. 
The single projection proponents contended that the 
present SPCS was cumbersome, since three projection 
types involving 127 zones were employed. 

The single projection concept was evaluated with 
respect to the following criteria: ease of understanding, 
ease of computation, and ease of implementation. Ini­
tially it appeared that the Universal Transverse Merca­
tor (UTM) system would be the best solution because 
the grid had long been established, to some extent was 
being used, and the basic formulas were identical in 
all situations. However, on further examination, the 
UTM 6-degree zone widths presented several problems 
that might impede its overall acceptance by the sur­
veying profession. 

For example, to accommodate the wider zone v.-·idth, 
a grid scale factor of I :2,500 exists on the central 
meridian, while a grid scale factor of 1:1,250 exists at 
zone boundaries. Similar grid scale factors on SPCS 
27 rarely exceeded 1: l 0,000. In addition, the "arc­
to-chord" correction term which converts observed geo­
detic angles to grid angles is larger with UTM. Fi­
nally, the UTM zone definitions did not coincide with 
state or county boundaries. 

These problems were not viewed as critical, but 
most surveyors and engineers considered the existing 
SPCS 27 the simpler system and found UTM unaccep­
table. primarily because of its rapidly changing grid 
scale factors. 

NGS also evaluated the transverse Mercator projec­
tion with zones of 2 degrees in width. This grid met 
the primary conditions of a single national system. By 
reducing the zone width, the grid scale factor and the 
arc-to-chord correction would be no worse than in 
SPCS 27. The major disadvantage of the 2-degree 
transverse Mercator grid was that the zones being 
defined by meridians rarely fell along state and county 
boundaries. The 2-degree grid could be modified to 
accommodate zones following county lines, but several 
of the larger counties would require two zones. The 
average number of zones per state was not decreased 
by this approach. 

Three dominant factors emerged for retaining the 
SPCS 27 design. The SPCS had been accepted by 
legislative action in 37 states, the grids had been in 
use for more than 40 years, and most surveyors and 
engineers were familiar with the definitions and proce­
dures for their use. Except for academic consider­
ations, SPCS 27 was fundamentally sound. With the 
availability of electronic calculators and computers, 
little merit was found in reducing the number of zones 
or the number of projection types employed. There 
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was merit in minimizing the number of changes to 
SPCS legislation. For these reasons, NGS decided to 
retain the basic design of SPCS 27 in SPCS 83, and 
to publish UTM coordinates for those users who pre­
ferred that system. Both grids are now fully supported 
by NGS for surveying and mapping. 

The decision that NOS would publish NAD 83 
coordinates in an SPCS 83 system, designed similar to 
SPCS 27, was first published in the Federal Register 
on March 24, 1977 (FR Doc.77-8847). The notice 
declared, "[SPCS] ... will consist of the same projec­
tions and defining parameters as published in 
USC&GS Special Publication 235 ( 1974 revision) 
[Mitchell and Simmons, 1945, rev. 1974] and legally 
adopted in 35 states, except for the following changes: 

I. The grid will be marked on the ground using 
the 1983 NAD. 

2. Distances from the origin will be expressed in 
meters and fractions thereof. One additional 
decimal place should be used for the metric 
expression of a value previously expressed in 
feet. 

3. The arbitrary numeric constant presently as­
signed to the origin will be unchanged but will 
be considered as meters instead of feet, except 
for the following: If a state elects to have a 
different constant(s) assigned to the origin so 
that the 1983 NAD plane coordinates will ap­
pear significantly different from the 1927 NAD 
positions, when considering the overall system, 
then the National Geodetic Survey will consider 
changing the origin constant. If the state so 
elects, it must amend its legislation to accom­
modate this change. 

4. Michigan's Transverse Mercator system will be 
eliminated in favor of the legislatively approved 
Lambert system. 

5. Projection equations will be programmed such 
that the maximum computing error of a coordi­
nate will never exceed 0.1 mm when computing 
the coordinate of a point within the zone bound­
aries. 

From April 1978 through January 1979, NGS solic­
ited comments on this policy by canvassing board 
members of the National Council of Engineering Ex­
aminers, all individual land surveyor members of each 
board, the secretary of each section and affiliate of the 
American Congress on Surveying and Mapping 
(ACSM), and state and local public agencies. As of 
August 1988, the 1978-79 solicitation and articles on 
the subject had produced committees or liaison con­
tacts in 43 states. Through these contacts, NGS pre­
sented the options to be considered in zone delineation 
of SPCS 83, and options in adopting the defining 
mathematical constants for each zone. 

Although most states left unchanged the list of 
counties that comprised a zone, three states-South 
Carolina, Montana, and Nebraska-elected to have a 
single zone cover the entire state, replacing what had 
been several zones on SPCS 27. In these states the 
grid scale factor correction to distances now exceeds 

1:10,000, and the arc-to-chord correction to azimuths 
and angles may become significant. A zone definition 
change also occurred in New Mexico, due to creation 
of a new county, and in California where zone 7 of the 
SPCS 27 was incorporated into zone 5 of SPCS 83. 

Several states chose to modify one or more of the 
defining constants of their zones. Some of these 
changes increase the magnitude of the grid scale fac­
tor and arc-to-chord correction terms. All grid origins 
were changed because they are defined in meters with­
in SPCS 83 and new values were adopted. This new 
grid origin was selected by the states based on the 
following criteria: 

Keep the number of digits in the coordinate to a 
minimum. 
Create a new range for easting and/or northing in 
meters on NAD 83 that would not overlap the 
range of X and/or Yin feet on the existing NAO 
27. If an overlap could not be avoided, the location 
of the band of overlap (i.e., where the range of X 
and/or Yon the 1927 datum intersects the range on 
the 1983 datum) could be positioned anywhere 
through the selection of an appropriate grid origin. 
Select different grid origins (either in northing or 
easting) for each zone so the coordinate user could 
determine the zone from the magnitude of the co­
ordinate. This usually required the easting origin to 
be the smallest in the easternmost zone to avoid 
easting values close in magnitude for points near 
boundaries of adjacent transverse Mercator zones. It 
required the northing origin of the northernmost 
zone to be the smallest for adjacent Lambert zones 
for the same reason. 
Create different orders of magnitude for northing 
and easting to reduce the possibility of transposition 
errors. 

The grid origin selection influenced only the appear­
ance of the coordinate system, but not its accuracy or 
usefulness. 

Prior to the beginning of the new adjustment, 37 
states had passed acts creating an SPCS, the first in 
1935. As of August 1988, 42 states had enacted SPCS 
27 legislation, most recently Illinois, New Hampshire, 
North Dakota, South Carolina, and West Virginia. Of 
these five, only Illinois did not simultaneously include 
the definition of SPCS 83 within its SPCS 27 legisla­
tive authority. In addition, as of August 1988, 26 
states had also enacted legislation approving SPCS 83. 

In almost all states, the SPCS 83 legislation was 
prepared and pursued by the states' societies of profes­
sional land surveyors. In a few states the departments 
of transportation initiated the legislation. In about half 
the states, two submissions to the state legislature were 
required. Many state societies are still actively pursu­
ing SPCS 83 legislative approval. 

For many professionals, especially those outside the 
surveying and mapping community, the discussion of 
SPCS 83 was their first introduction to NAO 83. In 
society meetings, legislative committees, and state leg­
islature sessions, the justification articulated for SPCS 
83 remained the same as for NAO 83. Plans for 
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implementing NAD 83 sometimes developed as a by­
product of the review process by state agencies. Be­
cause this task was delegated to the states, a signifi­
cant portion of NGS users became aware of NAD 83 
through the SPCS 83 design process. 

21.2.3 Geographic Coordinate Transformations 
The final datum shifts appear in figures 21. I 

through 21.8. These shifts are similar to those pre­
dicted in 1979 (Vincenty, 1979), but show greater 
detail. The major portion of the datum shift is due to 
the change in shape, origin, and orientation of the 
reference ellipsoid. However, the small local wiggles in 
the contour lines represent distortions which were 
present in NAD 27. 

The contour maps contain all the necessary informa­
tion, but cannot be read with sufficient resolution to 
satisfy the need of primary users. There still remained 
the question of how the datum shift should be com­
puted (or approximated) for any particular purpose. 

The greatest interest in this question naturally oc­
curred as the project neared completion and when 
NAO 83 values were actually disseminated. for much 
of the NGS user community, the answer to this ques­
tion was the extent of their interest in NAO 83. This 
group encompassed many secondary and tertiary users 
of the horizontal portion of the NGRS, and most did 
not perform geodetic surveys. The issue of transform­
ing coordinates between datums was the only inter­
action between NGS and this sector of NGS users. 

Three general approaches to datum transformations 
were described in the policy statement of I 980. The 
approach selected depended on the accuracy require­
ment of the conversion, geographical coverage, and the 
amount of supporting data and resources available. 
NGS provided consultation to assist users in selecting 
the appropriate approach to conversion. As part of the 
technology transfer process, NGS held I-day work­
shops on datum transformations. In its most popular 
year, 1987, 20 workshops were held. 

2/.2.3.J Transformation Using Original Data 
The first and most accurate approach to transforma­

tion required availability of the original observations 
from which the 1927 coordinates were derived. This 
approach required readjusting traverses and surveys to 
obtain agreement with NAO 83 constraints. Readjust­
ment of the user's project could be performed either 
by the surveyor or by NGS. If NGS performed the 
readjustment, as it preferred, submission of the project 
in Bluebook format was required. 

This cooperative program served a twofold purpose. 
First, it channeled projects to NGS for inclusion in the 
readjustment and, upon completion of the project, it 
provided a mechanism to update surveys not originally 
submitted for the new adjustment. 

2/.2.3.2 LEFT/ 
The second approach promulgated by NGS was a 

similarity transformation. Although more sophisticated 
techniques were considered, NGS believed a similarity 
transformation using four parameters was adequate in 

almost all cases. Accordingly, NGS provided advice on 
the applicability of similarity transformations and de­
veloped software, program LEFfl {Vincenty, 1987), to 
perform the four-parameter similarity transformation. 

The user either purchased the source code for 
LEFT! or submitted digitized data for processing by 
NGS. The input format for LEFT! was incorporated 
in the transformation policy statement. The user sup­
plied a digitized file of coordinates to be transformed 
from the local system and the NAD 83 values for at 
least four of those points. LEFT! performed a least 
squares solution for the rotation angle between the 
coordinate systems, a single scale factor between co­
ordinate systems, and the translations of the X and Y 
coordinates. A measure of the validity of the trans­
formation was obtained from examination of the re­
siduals. LEFTI augmented the similarity transforma­
tion as transformed points were additionally translated 
based on the residuals of nearby stations obtained from 
the least squares solution. 

21.2.3.3 Simplified Transformation 
The third conversion approach promulgated by 

NGS and described in the 1980 transformation policy 
statement was the simplified transformation. By this 
method, an average coordinate shift determined from 
points common to both datums could be applied. The 
datum shifts for an area could be obtained from tables 
that specify the datum shift at the corners of 7\6 
minute quadrangles (fig. 21.9) or from published sta­
tion information. The tables were prepared for the 
U.S. Geological Survey 7Yi minute quadrangle sheets. 
NGS did not recommend interpolation within these 
tables, since the variation in the datum shift with 
position was not smooth. In addition, these tables were 
obtained using LEFTI and believed to be accurate to 
approximately I m. 

21.2.3.4 NADCON 
Dewhurst {1990) provided a different approach to 

the transformation problem, one with a significant im­
provement in accuracy over other methods, as well as 
increased simplicity. This method, referred to as NAD­
CON (North American Datum CONversion), relied 
upon a simultaneous model of the shift values for a 
large region, such as the conterminous United States, 
in order to obtain estimates on a regularly spaced grid. 
From these estimates, local modeling using a low-order 
polynomial (equivalent to bilinear interpolation) can be 
used to obtain shift "correctors" applicable to NAD 27 
referenced coordinates. In addition, through the ap­
plication of successive iteration, it was possible to 
perform a transformation in either direction, from 
NAD 27 to NAD 83 or vice versa. Consistency be­
tween results was accomplished through the use of low 
residual tolerances (e.g., the convergence criteria) with­
in the NAOCON FORTRAN code. Thus it was possi­
ble to obtain unique coordinates in either datum, trans­
form the results, and obtain the original values once 
again. 
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Figure 21 1. Latitude datum shift in the conterminous United States 
in seconds of arc (NAD 83 minus NAD 27). 
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Figure 21.2. Latitude datum shift in the conterminous United States in meters (NAD 83 minus NAO 27). 
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Figure 21.3. Longitude datum shift in the conterminous United States 
in seconds of arc (NAD 83 minus NAD 27). 
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Figure 21.4. Longitude datum shift in the conterminous United States in meters (NAD 83 minus NAD 27). 
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Figure 21.5. Latitude datum shift in Alaska in seconds of arc (NAO 83 minus NAO 27). 
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Figure 21.6. Latitude datum shift in Alaska in meters (NAO 83 minus NAO 27). 
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Figure 21.7. Longitude datum shift in Alaska in seconds of arc (NAO 83 minus NAD 27). 
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Figure 21.8. Longitude datum shift in Alaska in meters (NAO 83 minus NAD 27). 
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'.\"AO 27 LA TITt:DE 26"30'00" 

'.\"AD27 NAD83 rnn.,.,. •• 
lomiitud• Lathud• Longltudo •m•,."" 

~. Mm '" , .. .-.i;,, '" '"' '" ·- ~· ~ .. 
80 00 00 26 30 01.26 " ;s 59.15 38.74 23.58 
80 07 30 26 30 01.26 80 °' 29.16 38.79 23.32 
80 " 00 26 30 01.26 80 " 59.17 38.82 22.98 
80 " 30 26 30 01.26 80 " 29.18 38.87 22.68 
80 30 00 26 30 Ol.26 80 29 59.19 38.89 22.35 
80 37 30 26 "' (}1_26 80 3' 29.20 38.93 22.02 
80 " 00 26 30 (}J.26 so " 59 22 38.95 21 68 
80 52 30 26 "' 01.27 "' 52 29.23 38.97 21-35 

" 00 00 26 30 01.27 80 59 59.24 39 00 21.04 

" 07 30 26 30 01.27 81 o; 29.25 39.04 20.75 

" " 00 26 30 01.27 81 14 59.26 39.10 20.43 

" 2Z 30 26 30 01.27 81 22 29.27 39.14 20 13 

" 30 00 26 30 01.27 " 29 59.28 39.20 19.86 

" 37 30 26 30 ()1.28 " 37 29.29 39.28 19.64 

" " '° " 30 (11.28 " .. 59.30 39.46 19.34 

" 52 '" 26 30 01.28 " 52 29.32 39.38 l8.94 

Figure 21 .9.-Example of listing of NAO 83 datum 
shift at 71/2 minute quadrange corners (U.S. Geo-
logical Survey, 1989: vol. A, p. A-11.) 

NADCON employs the minimization of global cur­
vature (Briggs, 1974) to model the actual shift values. 
This method, although new to geodesy, has been em­
ployed in geophysics and engineering in the past. The 
most common geophysical usage is in the modeling of 
potential field data (e.g., gravity and magnetic ob­
servations) or in the presentation of discrete data of 
any sort in the form of contour maps or 3-D "wire" 
diagrams. Engineering applications include the predic­
tion of deformation within thin homogeneous plates. 

The NADCON method, based upon a set of bihar­
monic partial differential equations whose solutions are 
cubic splines, guarantees continuity and smoothness. 
For example, figures 21.1 through 21.8 were directly 
derived from the NADCON-produced grids and dis­
play a high level of smoothness, with no edge dis­
continuity due to boundary conditions. Grid spacing is 
a function of point-distribution and desired accuracy. 
Thus, NADCON employs various grid spacings, de­
pending upon region. A target accuracy was better 
than 1 m at the 67-percent confidence level. This 
modeling technique permitted the development of a 
very small-scale (large areal extent) surface of shift 
values, based upon the consideration of all appropriate 
and verified observations (usually first· and second­
order control). Shift values on the grid, once obtained, 
could be held invariant, thus creating stability among 
various user communities when the same interpolation 
technique is employed. The accuracy, typically less 
than 15 cm, permits the utilization of NADCON­
transformed results in a wide variety of applications, 
including very large-scale mapping to National Map 
Accuracy Standards (U.S. Bureau of the Budget, 
1941, rev. 1947). NADCON, ratified by the Federal 
Geodetic Control Committee (American Congress on 
Surveying and Mapping, 1990: p. 16), now provides 
the Nation with a simple, standardized, and accurate 
method for datum transformation. 

21.3 IMPACT UPON USERS 

The official notification of a new North American 
Datum appeared in the Federal Register. In 1977, the 
first announcement (FR Doc. 77-8847) provided in­
formation that the plane coordinate values of the 
SPCS were to be replaced by NAO 83. This notice 
initiated the SPCS 83 design process via state liaisons. 
(See sec. 21.2.1.) 

A Federal Register notice in 1979 emphasized the 
following: both geographic and plane coordinates 
would be changed by NAO 83, completion was projec­
ted for 1983-84, and an additional 12 months would be 
required to disseminate the information (FR Doc. 
79-20169). But the primary function of the notice is 
revealed in its first paragraph: 

This document serves as official notification 
of the establishment of a new Datum to 
which the geographic and plane coordinate 
values for the National Network of Horizon­
tal Geodetic Control will be referenced. The 
new Datum shall be known as the North 
American Datum of 1983 and may be re· 
ferred to as NAO of 1983, 1983 NAD, or 
NAO 83. 

In 1989 NGS placed another notice in the Federal 
Register (FR Doc. 89-14076) announcing the official 
completion of the project. The summary statement 
from this notice read: 

The Office of Charting and Geodetic Ser­
vices (C&GS), National Geodetic Survey Di­
vision, has completed the redefinition and 
readjustment of the North American Datum 
of 1927 (NAO 27), creating the North 
American Datum of 1983 (NAO 83). The 
interagency Federal Geodetic Control Com­
mittee (FGCC) affirmed NAO 83 is the of­
ficial civilian horizontal datum for U.S. sur­
veying and mapping activities performed or 
financed by the Federal Government. Fur­
thermore, to the extent practicable, legally 
allowable and feasible, all Federal agencies 
using or producing coordinate information 
should provide for an orderly transition from 
NAO 27 to NAO 83. 

This notice was affirmed by the 10 FGCC-member 
agencies. 

NAO 83 serves as the response to a researched and 
documented requirement for an upgraded horizontal 
reference system (National Research Council, 1971). 
It provides the solution for improved relative accura­
cies between control stations. 

Public awareness of the new adjustment was an 
important factor in acceptance by the surveying and 
engineering communities. This was due to the effort 
NGS placed on a newly established long-range educa­
tional program. The publications program in support of 
NAD 83 produced 125 serialized NOAA Technical 
Reports, NOAA Technical Memorandums, NOAA 
Manuals, and nonserialized reports. To reach a wider 
audience, a series of 27 NOS-authored articles was 
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published in the ACSM Bulletin (Journal of the 
American Congress of Surveying and Mapping) under 
the title, "New Adjustment of the North American 
Datum." This program, in addition to numerous pre­
sentations by NGS personnel at professional meetings 
and the creation of several workshops, prepared users 
for the impact of NAO 83. This educational effort also 
contributed to user participation in the programs de­
scribed in the preceding section. 

21.3.l Impact on Field Surveying and Engineering 
Users-Primary NGRS Users 

Surveyors and engineers have traditionally been the 
primary users of the NGRS. Based on the datum 
defined by NGS, they provide the underlying geomet­
ric data required for the production of plats, maps, 
charts, and drawings. These knowledgeable profes­
sionals understand the requirement for numerous da­
tums. Many participated in the NAO program by 
submitting data for adjustment and inclusion in the 
NAO 83. Many also participated in the design of their 
local SPCS 83. They were the first to address the 
issue of conversion from NAD 27 to NAD 83. Many 
understood the significance of NAD 83 and the fact 
that the new datum would cause minimal disruption to 
their work. New surveys referenced to NAD 83 re­
quired only minor technical changes to procedures and 
software. 

However, for a larger number of surveyors and 
engineers, their first real interest in NAD 83 surfaced 
when NAO 83 coordinates were received in their of­
fice or when a client requested NAD 83 values. While 
many were able to implement the required technical 
changes immediately, others were less knowledgeable. 
The most common mistake was an attempt to use 
NAD 83 coordinates in software in which NAD 27 
ellipsoid constants were imbedded. For many of these 
individuals, a. certain mystique surrounded NAD 83 
and they approached the new datum with caution. 

21.3.2 Cartographic Impact-Secondary NGRS Users 
Cartographers and other professionals who are re­

sponsible for the preparation of graphic and digital 
cartographic products comprise another group affected 
by NAD 83. For them, preparation of new products on 
NAD 83 did not present new technical problems, but 
instead raised concerns about user acceptance and un­
derstanding. 

Updating existing NAD 27 cartographic products to 
NAD 83 could be addressed in several ways. To con­
sider these options with respect to graphic products, 
one may look at the four options considered by the 
U.S. Geological Survey (USGS), as they are repre­
sentative of the possibilities available (Jones and Need­
ham, 1985). 

As the Nation's largest civilian mapping agency, 
USGS was faced with transforming map series of 
various scales to NAD 83. The most profound impact 
involved two series identified as 15-minute and 7Vi 
minute quadrangles, as these formats were adopted 
after the completion of NAD 27. Of the 70,000 maps 
stocked by USGS, 50,000 fall into these series. An-

nually, 7 million map copies are distributed. These 
series, cast on either a polyconic projection or the 
projection of the State Plane Coordinate System of 
1927, show the lines of NAO 27 latitude and lon­
gitude. Most also show rectangular grid systems based 
on SPCS 27 and UTM 27. The result is a complex 
grid and graticule pattern. 

Option I proposed the retention of the projection on 
which the map was cast, including grids and graticule, 
but at the same time showing NAD 83 map sheet 
corners as crosses and describing the components of 
the shift between the two datums in the map margin. 
Although this was the least costly option, it unfortu­
nately perpetuated an outdated datum. 

Option 2 adjusted the map detail cartographically 
to NAD 83 and recast the graticule to retain the 7\.1 
minute or 15-minute divisions of a degree. NAD 27 
map sheet corners would be shown as crosses, and grid 
and graticules would be based on 1983 systems. This 
approach was considered more expensive than option 
I. 

Option 3 recompiled the maps to conform to NAD 
83 control stations, with grid and graticules based on 
1983 systems. Map sheet detail would be compiled 
based on NAD 83 and sheet format based on NAD 83 
divisions. This option was the most costly. 

Option 4 would recast the map projection and grids 
on NAD 83 and SPCS 83 to fit existing mapped area. 
The bounding meridian and parallel lines would be in 
the same location as on the NAO 27 map, but would 
be labeled with NAD 83 values. 

The 3.dvantages and disadvantages of the four op­
tions depend on the status of the mapping program. 
Since the complete coverage of the United States by 
the USGS 7\/i minute series was recently accom­
plished, transforming to NAD 83 will begin during the 
forthcoming revision program and, simultaneously, 
these maps are being digitized for the National Digital 
Cartographic Data Base. Thus, as the revision program 
progresses, the map data being revised will change 
from graphic to digital. Initially, older maps and those 
that have serious deficiencies will be transformed to 
NAO 83 by replacement mapping, option 3, and large 
projects of maps needing updating will be transformed 
using option 2. However, most of the maps in the 71/i 
minute series will probably be transformed to NAD 83 
later, after being converted to a digital form. Datum 
change effort is much less for the smaller scale maps 
due to less maps being involved and the datum shift 
values being nearly negligible because of the small 
scale. 

One state agency is also known to have adopted 
option 4. The Maryland Department of Assessment 
and Taxation replaced the SPCS 27 grid with the 
SPCS 83 grid on its statewide 1 inch = 400 feet map 
series. Maryland's application of option 4 differs from 
that of USGS in that a graticule of NAD 27 latitude 
and longitude did not exist to update to NAD 83. For 
each of the integral 2,000-foot divisions of SPCS 27, 
an SPCS 83 coordinate value was computed using 
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NGS transformation software LEFTI. The grid lines 
on each of the map sheets were then manually cor· 
rected. 

Transformation of digital map products to NAD 83 
presents different problems. There are two steps for 
planimetric map detail: 

Change the coordinate values for the map detail 
points by applying a constant shift or by altering 
the transformation parameters in the data file head· 
er. When a more accurate transformation is re· 
quired, compute new coordinate values for each 
point in the file using bilinear interpolation. 
Because of the coordinate shift, the block of map 
detail will not fit the N AD 83 map outline. The 
detail will go overedge on two sides and leave gaps 
on the other sides. Data from adjacent files will be 
mosaicked and the whole file repartitioned to fit the 
new outline. 

The complete transformation of Digital Elevation 
Models (DEM) presents an additional step. After fol· 
lowing the steps given above, the posts will no longer 
be whole units, such as seconds of arc of latitude and 
longitude or whole meter units of UTM. Since reposi­
tioning the posts to whole coordinates requires resam­
pling, a technique that degrades the elevation data, 
this step may never be done. 

The logistics of actually implementing the NAO 83 
conversion impacts users of digital map products. Fa­
cility data bases maintained by many utility companies 
have files structured with respect to SPCS 27 and 
facilities coded with SPCS 27 coordinates. These dy­
namic data bases can suffer only minimal disruption. 
Under such conditions, the process of mosaicking, re­
partitioning, and datum transformations would create 
logistical hardships. 

21.3.3 Impact upon Producers and Users of Geocoded 
Information-Tertiary NGRS Users 

It has been estimated that 95 percent of all land 
information is spatially located, either implicitly or 
explicitly, absolutely or relatively. The nature of the 
spatial connections to NGRS is generally unknown, 
but during the last decade strides have been made to 
remedy that situation. The proliferation of Land In­
formation Systems/Geographic Information Systems 
(LIS/GIS) has emphasized the requirement that land 
information be connected to a single reference system, 
and geodetic or plane coordinates of NAO 27 have 
frequently been used. Consequently, a significant num­
ber of organizations are faced with the task of trans­
forming to NAD 83 information previously referenced 
to NAO 27. 

LIS/GIS represent not only the more recently de­
veloped automated systems, but also manually con­
structed and maintained files of land information op­
erated by many public and private entities. Many of 
these files are as simple as a list of coordinates repre­
senting the locations of a single attribute. The files are 
the responsibility of a diverse cross section of dis­
ciplines. most of them far removed from surveying and 

mapping. Consequently, addressing the NAO 27 to 
NAO 83 conversion to such a broad spectrum of 
people and applications presents a challenge. 

In many LIS/GIS the role of the property map was 
elevated to serve as a spatial base on which all other 
information was merged. Unfortunately, most property 
maps were compiled from uncontrolled or partially 
controlled aerial photo-mosaics. Primary points of ref­
erence are features such as fences and road center­
lines, which have not been tied to the NGRS. When 
the opportunity exists to check positional accuracy of 
such property maps, errors of several hundred feet are 
not uncommon. 

In many other LIS/GIS, the 7~ minute quadrangle 
of the USGS was the spatial base on which land 
information was merged. Generally features on these 
quadrangles have been plotted to an accuracy of 30 to 
100 feet of their position with respect to the NGRS, 
so these systems begin with this error. Sometimes 
property maps have been developed using the USGS 
quadrangle sheet as a basis for positional control. 

Clearly, geocoded land information exists with var­
ious accuracies necessitating different approaches to 
conversion. Typically more accuracy was assumed than 
existed, and this fact often influenced how the issue of 
datum conversion was addressed. Admission of less 
accurate positions coded on the land information per­
mits more simple conversion methodology and applica· 
tion of that methodology. Hence, the questions asked 
of a geodetic data user faced with a conversion prob­
lem were: On which datum are the existing coordi­
nates? On which datum do I want the new coordi· 
nates? Are there any constraints on the size of the 
geographical area to be converted at one time? How 
many points are common to both datums? What is the 
distribution of the common points? How accurate are 
existing coordinates? How much positional uncertainty 
can be introduced by the conversion? The answers to 
these questions determine the appropriate transforma­
tion methodology recommended by NGS. The choice 
is between a rigorous affine transformation by software 
such as LEFTI or an average shift. In either case the 
partitioning scheme requires analysis. 
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22. RELATION OF NAD 83 TO WGS 84 

Charles R. Schwarz 

This chapter addresses the differences between the 
North American Datum of 1983 and the World Geo­
detic System of 1984 (WGS 84) of the U.S. Defense 
Mapping Agency (DMA). Both NAD 83 and WGS 84 
were defined (in words) to be geocentric, and oriented 
as the BIH Terrestrial System. In principle, the three­
dimensional coordinates of a single physical point 
should therefore be the same in both systems; in prac­
tice, small differences are sometimes found. The origi­
nal intent was that both systems would also use the 
Geodetic Reference System of 1980 (GRS 80) as a 
reference ellipsoid. As it happened, the WGS 84 ellip­
soid differs very slightly from GRS 80. 

22.1 THE CONCEPT OF A GEODETIC DATUM 

To understand the sources and importance of these 
differences, it is necessary to take a close look at the 
concept of a datum and at how the coordinates in a 
datum are actually computed. The concept of a hori­
zontal geodetic datum actually involves several ideas. 
A definition almost always begins with some form of 
specification of a reference surface. This involves the 
specification of the dimension of a reference ellipsoid, 
as well as quantities which determine the origin and 
orientation of the ellipsoid with respect to the Earth. 
(See, for instance, National Geodetic Survey, 1986.) 

22.1.1 A Datum as a Coordinate System 
A three-dimensional Cartesian coordinate system is 

associated with every geodetic datum. This coordinate 
system must be fixed in the physical earth. This speci­
fication of the origin and orientation of the coordinate 
system can be expressed in several ways. With local 
horizontal datums, these quantities were fixed by 
specifying the geodetic coordinates of an initial point 
and at least one azimuth. With the use of satellite 
geodesy, the origin and orientation of the coordinate 

system are determined (usually overdetermined) by 
specifying the three-dimensional coordinates of a num­
ber of points. A coordinate system can also be speci­
fied by describing the relationship between it and 
another coordinate system. This is the case with NAD 
83 and WGS 84. Both are defined (in words) in terms 
of their relationship to the NWSC 9Z-2 coordinate 
system. Both transformations are attempts to realize 
the BIH Terrestrial System (BTS). The two trans­
formations are exactly the same because OMA and 
NGS coordinated their efforts in this regard. Thus, the 
NAD 83 and WGS 84 coordinate systems are iden­
tical. 

22.1.2 A Datum as Ellipsoid 
The WGS 84 ellipsoid differs very slightly from the 

GRS 80 ellipsoid which was used for NAD 83. The 
differences can be seen in tables 22. l and 22.2. These 
differences arise because DMA used the normalized 
form of the coefficient of the second zonal harmonic 
of the gravity field as a fundamental constant, while 
GRS 80 had used the unnormalized form. Further­
more, the normalized value used by OMA was ob­
tained by using the mathematical relationship 

c,,, ~ -J,/(5)'' 

and rounding the result to eight significant figures 
(Defense Mapping Agency, 1987). Thus quantities de­
pending directly on the form factor, such as the flat­
tening, generally differ after the eighth significant dig­
it, while linear quantities, such as the semiminor axis, 
generally differ after the tenth significant digit. These 
differences, while small, can cause confusion among 
users who attempt to compare computations in the two 
systems. Most analysts agree that these differences will 
be of no significance for practical applications. 

TABLE 22.1.-Defining (fundamental) parameters 

Ellipsoid 

Parameter Notation Units GRS 80 WGS 84 

Semimajor axis a m 6378137 6378137 
Angular velocity of the Earth w rad s·1 1292115 x 10·11 7292115 x 10· 11 

Gravitational constant GM m3 f2 3986005 x 108 3986005 x 108 

Dynamic form factor 
unnormalized form 1_2 108263 x 10.8 

normalized form C2.o ~484.16685 x 10·6 
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TABLE 22.2.-Derived geometrical constants 

Parameter Notation Units 

Semiminor axis b m 
Eccentricity squared ' ,-
Flattening I 
Reciprocal flattening !' 
Polar radius of curvature c m 

22.1.3 A Datum as Coordinates 
The specification of a reference surface defines a 

datum only in an idealized sense. This specification is 
usually supplemented by a second definition which 
states that a horizontal geodetic datum is composed of 
the adopted horizontal coordinates of a set of physical 
points in that datum. This is the operational definition. 
It is from this second definition-the adopted coordi­
nates-that we actually determine the origin and ori­
entation of a datum. In this sense, the first definition 
is more a statement of intention than a statement of 
reality. 

There are other qualities connoted by the concept of 
a datum. The idea that there are adopted coordinates 
implies that a datum is stable-the coordinates seldom 
change. Furthermore, a datum must be extensi­
ble-there must be some way of computing the coordi­
nates of new points. Often there are preferred or 
expected ways to determine these new coordinates. For 
instance, it is expected that new NAD 83 points will 
be established by running new horizontal surveys using 
theodolites and distance measuring equipment. It is 
also expected that if one uses Global Positioning Sys­
tem (GPS) observations in the single point positioning 
mode, together with a satellite ephemeris given in the 
WGS 84 coordinate system, then the resulting coordi­
nates will also be in WGS 84. 

The idea of extending a datum by adding new 
points implies that there are some fundamenra/ points 
from which the process is begun. By definition, these 
are the points that participate in the initial network 
adjustment, irrespective of accuracy or order. All of 
the points that participated in the NAD 83 adjustment 
are thus fundamental points of that datum. New points 
that will be added are not. In most geodetic datums, 
the distinction between fundamental and non-funda­
mental points has been lost. Typically a new point 
surveyed to first--0rder accuracy and adjusted into the 
network has been treated as equal in usefulness to a 
fundamental first-order point, and superior to a fun­
damental second--0rder point. This common, but in­
correct, practice has often misled users as to the accu­
racy of a point's coordinates. 

Some physical points are fundamental to both NAD 
83 and WGS 84. The coordinates of these points in 
the two systems may differ because the two adjust­
ments which produced the coordinates of the two sets 
of fundamental points were based on two different sets 

Ellipsoid 

GRS 80 WGS 84 

6356752.3141 6356752.3142 
0.00669438002290 0.00669437999013 
0.00335281068118 0.00335281066474 
298.257222101 298.257223563 
6399593.6259 6399593.6258 

of observations. For instance, a Doppler survey may 
have been performed at a point by either DMA or 
NGS, and the data may have been exchanged, so that 
both agencies had exactly the same data set. Further­
more, the two agencies agreed on all the details of 
data processing, so that both agencies determined the 
same set of Doppler-derived three-dimensional coordi­
nates. Even further, the agencies agreed exactly on 
how to transform the Doppler-derived NWSC 9Z-2 
coordinates into the BIH Terrestrial System. However, 
in the NAD 83 adjustment these coordinates received 
corrections due to interactions with other observations 
(mostly classical triangulation and traverses), while no 
such corrections were made in the determination of the 
WGS 84 coordinates. These corrections can amount to 
a meter or more. However, both adjustments are still 
thought to be valid. The differences of coordinates are 
thought to be simply the effect of small random mea­
surement errors in the two sets of observations. Even 
though differences as large as several meters are found 
occasionally, the expected value of these differences is 

zero. 
Other physical points are derived, rather than fun­

damental. For these points, coordinates in the two 
datums may differ for two reasons: 

1. The two coordinate determinations are based on 
different fundamental points. 

2. The observations used to extend the datum may 
differ. 

The method of labeling the datum for derived 
points is mainly a matter of convention. The actual 
physical observations (such as angles or distances) are 

themselves independent of any datum. When a new 
point is surveyed for the purpose of determining its 
coordinates, the survey must be tied to one or more 
old points. If the coordinates of the old point in the 

NAD 83 system are used in the computations, the 
coordinates of the new point are also said to be in 
NAO 83. Similarly, if the coordinates of the old point 
in WGS 84 are used, the coordinates of the new point 
are said to be in WGS 84. 
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22.2 USING NAD 83 AND WGS 84 POINTS 

NAD 83 and WGS 84 should be thought of as 
geographically overlapping datums (in the sense of 
datum as adopted coordinates). There will be points 
with coordinates in both datums. The action to take 
when confronted with two sets of coordinates for a 
single point is up to the user. If neither position 
determination contains a blunder, then the differences 
of coordinates should be small. In fact, the expected 
size of these differences can be computed from the 
uncertainties of the two determinations. If the differ­
ences are smaller than the accuracy required, then the 
user may select either determination {or some com­
bination of the two). 

"Small'' differences must be properly understood 
here. The actual difference between coordinates may 
quite possibly be a meter or more. Although this might 
be disturbing to some, this is actually the magnitude 
of the uncertainty of the differences that would be 
computed from the uncertainties of the two coordinate 
determinations. It reflects the fact that the two coordi­
nate determinations are independent and uncorrelated. 

22.2.1 Mixing Coordinates 
Surveyors are familiar with the limitations imposed 

when mixing the results of two independent surveys (or 
two datums) in a single positioning problem. Within a 
single survey, the relative coordinates of nearby points 
are much more accurate than the coordinates of either. 
This is not the case if the two sets of coordinates come 
from different surveys. 

Suppose that within a local area there is both an 
NAD 83 point and a WGS 84 point. Suppose also that 
a survey is run to determine the distance between the 
points. The measured distance could differ from the 
value computed from the coordinates by a meter or 
more. Some might find this difference to be disturb­
ing, but it is only a reflection of the fact that the 
variance of relative coordinates from two different sur­
veys is much larger than the variance of the relative 
coordinates of two points from the same survey. 

We thus say that the most common reason that we 
find differences between the NAD 83 and the WGS 
84 coordinates of a point is that we are dealing with 
two independent determinations of the same thing. 
Both determinations are affected by the small statisti­
cal variations which are inherent in any measurement 
process. Each has its own associated standard devi­
ation, but each is valid in its own way. The user may 
chose either, but must be careful about mixing coordi­
nates. 

22.2.2 Area of Validity 
Some investigators have suggested that a difference 

between NAO 83 and WGS 84 is that NAD 83 is 
valid only within North America, while WGS 84 is 
valid worldwide. This is incorrect. If one has an ac­
curate method of extending NAD 83 outside of North 
America, then there is no reason not to do so, nor is 
there any reason to think that the resulting coordinates 
would differ from WGS 84 coordinates. In fact, as 

part of the NAD 83 adjustment, Doppler observations 
were used to extend the datum outside of the contig­
uous survey networks to isolated areas such as Green­
land, Puerto Rico, and Hawaii. 

22.2.3 Extending the Datum Offshore 
The case of a ship navigating offshore is of particu­

lar interest to the hydrographic and bathymetric 
surveying activities of the National Ocean Service. If 
the ship navigates with a radio navigation system using 
shore-based transmitters, and if the coordinates of the 
transmitters are known in NAD 83 coordinates, then 
the navigated position will also be in NAO 83. The 
ship may also navigate with a satellite-based system 
which yields coordinates in the WGS 84 system. We 
expect both navigation systems to provide the same 
coordinates at each instant of time; but due to un­
avoidable measurement errors we may find small dif­
ferences. The existence of such differences should not 
be interpreted to mean that there is a difference in the 
two datums. Unless there is some reason to suspect 
that one or the other navigation system is producing 
serious errors, the differences between the coordinates 
produced by the two systems should be attributed 
simply to measurement error. The navigator may 
choose to use either set of coordinates. Only the navi­
gator with extraordinarily demanding accuracy require­
ments will need to worry about computing some com· 
bination of the two sets of coordinates. 

22.2.4 Computational Differences 
There are some differences between NAO 83 and 

WGS 84 which may arise because of approximations 
made in a particular method of computing coordinates. 
For most applications, the effect of these approxima­
tions is considerably smaller than the effect of observa­
tional errors. These differences are important only if 
one is testing the accuracy of a set of equations or a 
method of computing coordinates. 

One such set of approximations concerns the dif­
ferent ellipsoids used for NAO 83 and WGS 84. This 
difference has no effect on the three-dimensional co­
ordinates of a point computed by satellite surveying. If 
such a set of three-dimensional Cartesian coordinates 
is converted to latitude and longitude using the two 
coordinate systems, there would be no difference in the 
longitudes, and the latitude difference would be 

¢"=/sin 2¢/sin J" 

which reaches a maximum value of 0.000003 second 
of arc (or 0.0001 meter) at a latitude of 45 degrees. It 
is assumed that most users will ignore this very small 
difference. 

Another approximation concerns the datum shifts 
computed for map sheets. The National Geodetic Sur­
vey has computed a latitude and longitude shift for 
every map sheet published by the U.S. Geological 
Survey. These pairs of numbers were computed by 
meaning the actual shifts from NAO 27 to NAO 83 at 
all points falling on the map sheet. These mean shifts 
arc then assumed to be correct for the entire map 



252 North American Datum of 1983 

sheet. Thus a very small error, amounting to the dif­
ference between the actual datum shift and the mean 
datum shift for the map sheet, is committed at each 
point. This error is everywhere much smaller than the 
observational errors committed when coordinates are 
scaled from maps. 
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