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A MODEL COMPARISON IN VERTICAL CRUSTAL 

MOTION ESTIMATION USING LEVELING DATA 

GUnter W .  Hei n 1 
Nat i onal Geodet i c  Su rvey 

Cha rti ng and Geodeti c Servi ces 
Nat ional Ocean Serv i ce , NOAA 

Rockv i l l e, MD 20852 

ABSTRACT. A new generalized linear regression model. also 
cal l ed "mi xed" model. i s  presented for the computati on of 
zero-epoch heights and hei ght vel oci t i es u s i ng re1evel i ng 
observati ons . The method i s  compared wi t h  the singl e point 
vel oci ty model hav i ng a mu1ti quadri c i nterpol a tor for the 
vel oci ty surface . 

Tests based on s imul ated error-free and noi sy data s how 
s l i ght advantage s for the m ixed model . The mul t i quadric  
techni que prov i des a good i nterpol at ion method i n  the deter­
minis t i c  sense when certa in  specific  precautions a re con­
sidered. Error statistics of multiquadrics using a stochastic 
approach through least-squares should be i nterpreted wi th  
extreme care . 

The append ix  contai ns geophys i cal and geologi ca l  i nformat i on 
u seful for def i ni ng the trend part i n  the mi xed model . S i mpl e 
numer ica l  i nvesti gat i ons i n  the Houston-Gal veston area l ead to 
the concl u s i on that i t  mi ght be pos s i bl e  to pred ict the subs i ­
dence of bench marks due to groundwater wi thdrawal wi th a 
standa rd dev i ation of 2 to 3 mm/yr . 

1 .  INTRODUCTION 

The new adjustment of the North Ameri can Vert i cal  Datum ( Hal dahl 1984) requ i res 

that ( theoret i cal l y )  al l data have to refer to one common epoch in order to avo i d  
d i storti ons i n  the res ul ts due to pos s i bl e bench mark  moti ons . To hol d costs 
wi th i n  reasona bl e l i mi ts i t  may be preferabl e to fi nd a method or al gori thm to sel ect 

Ipermanent addres s : Inst i tute of Astronomica l  and Phys i cal  Geodesy , Uni vers i ty 
FAF ,  Muni ch , Werner-He i senberg-Weg 39 , D-8014 Neubi berg. Federal Republ i c  of 
Germany . 

Th i s  research was performed during May-August 1984 when the author was a Seni or 
V i s i t i ng Sci ent i s t  at the Nat i onal Geodet i c  Survey , under the aus p i ces of the 
Commi ttee on Geodesy , Nat i onal  Research Counci l ,  Nat i onal Academy of Sci ences , 
W�s h i ngton ,  DC . 



fr9m the da�a those reobservations with onl y white noise, so th�t it can be 
assumed that no systematic errors due to movements have taken pl ace in the con-

sidered area. Thus , al l observatinns can be viewed as static. 

There are ,  however , some areas where rapid changes i n  el evation due to seismic 

or human eng i neering activiti es (groundwater tabl e changes. etc . )  occur . Those 
areas have to be adjusted dynami cal ly  either before the adjustment in order to 

obtain observations reduced to a common epoch or , when excl uding those data 

from . the readjustment , to adjust them separately afterwards. 

For that purpose a variety of dynamical models has been developed; for a review 

see, e.g. , Gubl er (1984), Hol dahl (1978). Thi s  paper pr esents a new general iz ed 

l i near regress i on model for determining zero-epoch heights and height vel ocities 

from rel eveling data . It incl udes an interpol ation of the vel ocity surface and 

takes advantage of the s i gna l -to-noi se ratio in the data . To assess the new method , 

it  is compared with the l inear singl e point vel ocity model using mul tiquadrics for 

the vel ocity surface fitting. 

Chapter 2 conta i ns a review of the l inear s i ngl e po int vel ocity method and dis­

cusses the surface interpol at ion . Thi s  i s  fol l owed by the presentat ion of the new 

generalized linear regression model i n  chapter 3. Test computations and correspond­
ing results are detail ed i n  chapter 4. Final ly ,  the concl usions section outl ines 

the results of the study. 

The append ix  reports the resu l ts of some numerical investigations on the deter­

min i stic trend determinati on of vertical movements due to water withdrawal . As an 

exampl e geodetic and geol ogical data are used from the Houston-Gal veston subs idence 
, 

area. 

2. THE L INEAR S INGLE POINT VELOCITY MODEL 

2.1 Observation Equati ons and Sol ution 

Each observed height d ifference 6h . .  between marks P .  and P . at time t lJ J 1 
can be expressed by 

6h . .  t lJ, ( 2- 1 )  
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where H. t ,H. t are the heights of Pl' and P. at the reference epoch t , 
• • 1' 0 J,o J 0 
H., H. are the corresponding l inear vertical point vel ocities, and n . . is the 

1 J ' J 
observational noise .  I n  cl assical l east squares adjustment nij is considered to 

be the negative residual . Observation eq. ( 2 -1 )  hol ds  under the assumptions that 

(i)  no motion took pl ace during the time span of the observation itself ,  

and t i� a representative val ue of this span ,  

( ii) the motion can be model ed l inearl y, 

(iii) the gravity variations in the area considered are so smal l that the 

orthometri c  height d ifference Ahij can be assoc i ated in a one-to-one 

correspondence with geopotential differences �Wij ' 

�w .. lJ 

p . 
- -J J • 

g dn 
Pi 

( 2-2 ) 

where �n are the height increments and g is the gravity al ong the 

observation l ine , and 

(iv) the secul ar variation of gravity for the time interval (t-to) is 

neg l igibl e so that its infl uence on the observation is smal l er than 
the noise l evel . ( A  secu l ar variation of a gravity difference of 

�(�g ) � 50 �ga l  can  cause an error in  height of �(6h) � 0 . 2  mm; 

for numerical val ues see Kistermann and Hein (1979) . )  

If  (ii) is not ful fil l ed ,  the observation equation ( 2-1 ) can be extended by add­

ing accel eration terms 

v2
" 

[H. (t-t )2 - H. (t-t  )2] J 0 1 0 . 
( 2 - 3) 

If  (iii) and/or (iv) are not ful fil l ed ,  �hij has to be repl aced by �Wij = Cij • 

( See eq. ( 2-2) .) Consequently ,  the unknowns in (2 -1) are then geopote�tial numbers 

C and corresponding vel ocities C. A check of these a"ssumptions is essential in 

areas with l arge changes in the Earth's crust , e.g . ,  due to mining , oil and gas 

withdrawal , groundwater tabl e changes , and other factors. 

Let p be the number of observations and u the number of parameters. 

3 



The sol ution of an overdetermi ned p > u l i near system of equations such as  of 

(2-1) i s  obtai ned by mi nimizi ng 

( 2-4 ) 

where �nn i s  the vari ance-covariance matrix of observati ona l  noi se ,  usual ly  de­

fi ned i n  the form of a di agonal matrix for uncorrel ated observati ons , enn = a?I, - lJ-
a�j = var(�h ij , t) .  ! i s  the p x p identi ty matrix , a nd p i s  the number of 

observations. 

" " 
Thu s ,  one gets the estimate of the unknown vector of hei ghts H .  t ' H. t and 

� 1, 0 J, 0 the l i near vel oc i ti es H by 

A 
X = (2-5 ) 

A A A 
where x i s  the u x 1 vector consi sti ng of the two (u/2)xl subvectors x x -1' -2' 

A i s  the p x u design matrix of known coeffi c ients , 

( 2-7 ) 

where the p x ( u/2)  matrix 81 i s  defi ned as i n  the usual stati c adjustment of 

vertical networks . ! i s  a p x p d i agonal matrix defi ned by 

1 i s  the p x 1 observation vector , 

1 = ( �h . .  t) lJ , 

In order to remove the defect d = 2 of ( 8T 
��� �), one has to f ix  the datum of 

the heights and vel oci ti es by hol d i ng as a mi nimum one of each fixed. For conven­
i ence , thi s  i s  normal ly  done at one poi nt Po ' e.g. , 

4 



H(Po) = constant 
( 2-8) 

• 

H(Po) = constant . 

Additionally, it is required that any bench mark P., P. considered is observed , J 
at least in two epochs. Otherwise singularities appear and the inverse of (�T£���) does not exist .  

The error statistics of eq. ( 2-5) are given by the variance-covariance matrix of 
the unknowns, 

with the a posteriori variance factor of unit weight 

�2 _ ( TC-1 ) 00 - D -nnn)/(p-u . 

Obviously, the results from eq. ( 2-9) are dependent on' the introduced datum, 
eq. ( 2-8 ) . 

2 . 2 Represe'ntation of the Vel oci ty Surface by Mul tiquadrics 

( 2-9) 

( 2-10) 

In order to fit a two-dimensional surface to the computed vertical velocities, 
any appropriate interpolation method can be used in principle. (See, e.g., Hein 

and Lenze 1979. ) In practical appl ications two-dimensional polynomial s (Van{c'ek 
and Christodoulidis 1974 ) , orthogonal polynomials (Van{cek et al. 1979 ) , and multi­
quadrics (Hardy 1978 , Holdahl and Hardy 1979 ) have been previously chosen. The 
latter one is the method currently applied in crustal movement studies at NGS, see 
e.g., Holdahl ( 1982 ) . 

� 
The unknown velocity A at a prediction point P a 

� 
• 
H a T 

= f aka - a..., - ..., 

is determined by 

for 
a s u/2 ( 2-11  ) 

where P a are the so-call ed nod a 1 poi nts. faB is a known B x 1 vector defi ned 
later in eq. ( 2-17 ) . �8 = �(P8) is the ,8 x 1 vector of unknown multiquadric 
coefficients. Inserting eq. ( 2-11.) in the, b.asic observation eq. ( 2-1 ) results in 

5 



T T �h .. t = H. t - H. t + (t-t )(f·B- f·B)kB + n . . • 1J, J, 0 1� 0 
0 -J - 1 - lJ 

The unknowns in eq. (2-12) are now the heights at reference time to and the multi­
quadric coefficients �B defining the velocity surface. Thus x in eq. (2-6) has to 
be substituted by 

(2-13) 

(2-14a) 

(2-14b) 

Since B S u/2 the dimension of x can now be smaller than u. The same holds 
for the number of columns of 8 in eq. (2-7). 

The datum defect of the normal equation matrix remains the same as before. Re­
call from eq. (2-8) that one height and one velocity have to be fixed. The nodal 
points PB can be, in principle, located arbitrarily in the considered area. The 
simplest choice is to put them at the same location as the bench marks. How-
ever, the solvability of the normal equations requires certain considerations 
(Holdahl and Hardy 1979). Nodal points can be situated anywhere, but are best situ­
ated in places where velocity information can be inferred from the observations. 
A theoretical advantage, at least of the model, eq. (2-12). is the fact that the 
number S of.nodal points can be smaller than the number of discrete velocity un­
knowns considered in eq. (2-1), 

A 
dim �2(�B) S dim �2(� ) ' (2-15) 

6 



The veloci ty at any poi nt can be pred icted by eq. ( 2-11) after havi�g performed the 

adjustment. The standard deviation of the predicted velocity can be found using 

covariance propagation for the function , eq. ( 2-1 1 )  

�� = � (fT n f )o.S 
na 0 -as:iSB-aB • ( 2-16 )  

,. 
00 can be �aken from eq . { 2-10 ). gee is  the covari ance matrix of determined mul ti -

quadric coeffi cients �Q' the l ower right submatri x  of {ATC_1 A )_l 

For the defi ni tion of 

� - -nn -

the recommended quadric was chosen to be a hyperboloid ,  

. ( 2-17 ) 

where 0 i s  some kind of smoothi ng constant whi ch has to be empi rical ly  defi ned .  

(xs'Ys) are the hori zontal coordi nates of nodal poi nts Pa , e = (1, 2 ,  . . .  ) :s u/2 , 

and (x ,y ) the corresponding coord i nates of the prediction point P • a a a 

I t  is obvious that the determi nation of reference epoch heights and vel ocities as 

wel l as the in�erpol ation of the l atter can be done i n  two steps. Savings i n  com­

puter time can be aCh!eved only  in the case that dim �2(�a) is considerably 

smal l er than d im �2(�) , 

,. 
dim �2 ( ka ) «�2(8 ) . ( 2-18) 

Mul ti quadric analysis was previously used by the author ·as the interpol ation 

method (in a second separate step after the adjustmen�for mapping hei3ht changes 

in the F.R. Germany (DGK-Arbei tskreis 1979 ) and i n  the Rhenish Massif (Mal zer et al e 

1983 ) . 

7 



2 . 3  Representation of the Velocity Surface by Collocation 

A 
Instead of using eq. ( 2-11) for the multiquadric representation of velocities A 

A ' 

least sq uares collocation also can be applied to the adjusted quantities � as 
pseudo-observations in the form 

H = BX + s + n .. ( 2-19) 

where �� is a trend function des,cribing the large scale motion (such as plate 

tilting) of the area under consideration, e.g., using a first order polynomial 
approximation for describing an inclined plane, 

Thus, B and X are defined by 

B = ( 1  x y) a 
(2-20 ) 

� 
The signal � is considered to represent the regional crustal movements and n is 
random individual motion at certain points. The solution for X and § is de­
rived by considering the hybrid minimum condition 

( 2-21 ) 

where �ss and �nn are the corresponding covariance matrices of s and �. 
Thus, we get as the solution (see e.g., Moritz 1980; p. 116 ) 

x = (�
T�_1

�)-1
�
T�_18 ( 2-22) 

A = s(P) = CT C-1(H-BX) ( 2-23 ) s _ a -as- - --

8 



where 

c = c + c�� 
-ss .. nn ( 2-24 ) 

A possi bl e � hoic e for �nn i s  t he lower rig ht submatri x of ( 8
T
�nn8)-

1 
result;r.g 

from the foregoing estimation of singl e point vel ocit ies in  eq. (2-1 ). �ss can be 
• 

found from the adjusted d i screte veloc i ti es H by determi ni ng an empi rical co-

variance function ( for details see chapter 3 ) . 

A slightly d i fferent model where a collocation-type representation of the veloc­

ity was used in one computational step was given by Hein  and Kistermann (1981 ) .  

The observation equation reads 

There collocation was used in the form 

(2-26) 

where 
B = [�1II�1] 

v ( Hj , to
' H .  t H ., H. , T 

� = , . . . , . . . ) 1, 0 J 1 (2-27 ) 

R = T A - -1 

and �l an� ! are matri ces defi ned earlier in eq . (2-7 ) .  In thi s  approach the ve­
l ocities H included in the deterministic part of eq . (2-26 )  are cons idered to be 

regional changes of recent crustal movements and the s i gnal i s  i nterpreted as the 
l ocal fi el d  of nontectoni c  infl uences. 

For the detai l ed sol ution of eq . (2-26 ), see section 3. 1 of Hein  and Ki stermann 

(1981 ) .  

9 



2 . 4  Mul tiquadrics Versu
·
s Col l ocation for Vel ocity Surface Representation 

I n  the fol l owing , some remarks wil l be made about the two methods discussed above 

with respect to the probl em of vel ocity surface fitting . 

Expre�sion ( 2- 1 1) can be formal ly  considered as the basic equation for both 

methods when writing it in the form 

... . 
H = fT k a -as -S = fT C- 1 H -as -SS -S· 

This corresponds to a (cross covariance- ) prediction
.
estimator .  (�a� is then an 

autocovar.iance matrix of given centered vel ocities HS . )  I n  the mul tiquadric 

method , however, no inversion is necessary since �B is obtained by sol ving the 

l inear symmetric system of equation · 

• 

�BB �B =. �B 

where �SS is explicitly defined by ( 2-14b) and ( 2-17 ) 

The ( arbitrary) choice of the special function and the "smoothing" constant D 

defining f!s for mul tiquadrics have simi)ari ti es to those of the covari ance func­

tion and the signal -to-noise ratio in col l ocation . However, neither a convincing 

stochastic nor geophysica l interpretation can be given in mul tiquadrics for the 
sel ection of nodal points , the use of any specific quadric, or the val ue of D . 
A1 though only col l ocation requires beforehand some type of trend e1 imination· in 
• 
� ,  it is wel l known that the resu l ts of mul tiquadrics improve considerabl .v when 

applying a simil ar procedure (Schut 1 975 ) .  Therefore , as l ong as both methods 
are c.onsidered as pure interpol ation methods for the vel ocity surface , and we are 

deal ing with adjusted quantities ( at  the same l ocations ) without stochastic signal 

properties , it may be concl uded that the two methods yiel d meaningful predictions 
and , hence , corroborate previous studies ( Hein and Lenze 1979; Wol f 1981 ) . 

A question , however , arises if eq . ( 2-18)  is present in the one-step adjustment . . 
of l inear singl e point vel ocities in eq . ( 2-12 ) .  This means that the number of 

10 . 



nodal points is smal l er than the number of possibl e discrete velocity u nknowns. 

How good is the approximation then? I t  shou l d  be stressed here that the excel l ent 

performance of the mu1 tiquadric method in the comparative study of Hein and Lenze 

( 1979 ) was obtained on the basis that al l data point l ocations served as nodal 

points. 

An answer to �his question wil l be given l ater in this report. 

3. A GENERALIZED LINEAR REGRESSION MODEL OR MIXED MODEL FOR DETERMINING 
VERTICAL MOVEMENTS FROM LEVELING DATA 

3.1 Observation Equations and Sol ution 

Let us start again with the l inear observation equation ( 2- 1 )  

• • 

�h··t = H· t - H·t + { t-t } { H.-H .}+n . . 1J, J, 0 1, 0 0 J 1 1J 

and assign the different terms in it to a model of the form 

where 

1 is the px1 vector of observed height differences at time t, 
1 = { �h . . t} - 1J, 

{ 3-1} 

{ 3-2} 

X is the u 1x1 vector of unknown heights at the reference epoch to' 

and 

X = { H . t ' HJ. t ' . . .  } - 1, 0 ' 0 
R is the pxu2 matrix of known coefficients , 

R = ! 81, where! = diag { t-to}' t = { t1 , t2 , • • •  , tp} 

is the unknown u2xl vector of height vel ocities , 
• 

s 
� = (�). 

The matrix �l is defined as in an ordinary adjustment of l evel ing networks . In 

section 2 . 1 the sol ution for an overdetermined system of linear observation eqs . 

( 2-1 )  or ( 3-1 ) was obtained by considering the unknown vector �t of heights at 
• 0 

reference epoch to and the vertical vel ocity vector � as fixed effects in a 

11 



Gauss-M�rkov model 

1 = [818] : j + n ( 3-3 ) 

with 

l X 
E ( l ) = [8.18.] 

s 

E(!:!) = 0 (3-4) 
E(��)T = �nn = var ( n) 

where the symbol E stands for the expectation operator. 

• 

Let us. now assume that in contrast to eq . ( 3-3 ) not only  n but a l  so s = H i s  

a random vector in eq. ( 3-2 ) , so that 

E(s) = � = 0 (3-5) 

E(�} = 0 

Model ( 3-2) in conjunction with ( 3-5)  i s  known in statistical l iterature as a 

mixed model ( Harvil l e  1976 ) or general i zed l i near regression model ( Gol dberger 
1962) . If � i s  an �x1 vector of i nf i ni te random components and B i ts corre­
sponding px� matrix ( p  i s  the number of observations ) ,  then model ( 3-2 )  i s  cal l ed 
( l east squares ) col l ocation in phys ical geodesy ( see e . g . ,  Rummel 1976) . In order 

to avoid any confus ion wi th the pure representation or i nterpol ation of the ( ad­
justed) vel ocities by col l ocation as discussed in 2 . 3, we wi l l  u se the term "mixed 
model ll for the general adjus1ment model ( 3-1 ) ,  ( 3-2) , and ( 3-5 ) . 

We rewri te the mixed model (3-2) i n  the form 

( 3-6) 

12 



where the nul l vector 0 represents a vector of pseudo-observations of the ran­-s 
dom vector � .  Equation ( 3-6 ) is a so-cal l ed Gauss-Helmert model having the 

stochastic properties 

cov 

Substituting in eq . ( 3-6) 

1 
= r �nn Q 1 . Q �ss . 

o + 5 = 51 
-5 - -

( 3-7 ) 

(3-8) 

and adding these equations for the pseudo-observations Qs to the ori g i nal system 

of observation equations , we get the genera l Gauss-Markov model 

1 = A X + RSI + n -1- --

O - Sl - S -s - ( 3-9) 

where . Sl can now formal ly be considered a fixed effect with var ( sl) = 0, or in 

short form 

with 

- -
1 = A � - y �l l  ( 3-10)  
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- -nn- - -ss-

. . 
we derive the estimators for X and s 

where 

,. 
X = 

,. s -

(ATC- 1A )� 1A Te- 1 l -1- -1 -1 - -

�ss 

... 

RTC- 1 
- -

A 
n-81�) 

-
. . T C 

= 
�nn + 8 �ss 8 

( 3-1 1 )  

( 3-12)  

( 3-13)  

( 3-14) 

Inserting in eq. (3-13) the
. 
appropriate cross- covariance matrix fts instead of fss 

al l ows the user to al so predict signal s ! at · stations di·ff�rent from those 

where the observations 1 are given . .  

The error stat"istics ·are given by 

( 3-15)  

( 3-16)  

For the detail ed derivation the reader is referred to Moritz (1972 )  and Wol f (1977 ).  

3 . 2  Discussion of  the Estimation Process . 

(1 ) The appl ication of the hybrid minimum norm ( 3-1 1 )  impl ies only one datum 

�ef�ct with respect to . the heights at reference epoch to . The hetght vel oc it ies 
Hj , Hi are constrained by the second term in eq . · ( 3- 1 1 ). Therefore it is sufficient 
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to fix one height H. t • 
1, 0 

• 
( 2) The mixed model above is a general al gori thm abl e to pred i ct veloci ti es H 

at any point i n  the area under consideration and height changes i n  time. 

If the v�ctor 1 = (Ahij,t) consists only of observations bel onging to or.e ep�ch , 

then � = � resul ts in 

,. 

.(t-to) �ss �I�-l(l-�I&) s = 

,. 
(t-t ) C (ATC- 1 l - ATC-1A X) 0 (3-17) s = = 

o -ss -1- - -1- -1-

which simply expresses the fact that no vel oci ty information is inherent in the 

data. 

I f  a bench mark is observed at only one epoch, then the corresponding col umn of 
R is a mu l tipl e of the col umns of 81 so that the corresponding rm'l of BT�_1 

(l-�lg)· in  eq. ( 3-13 )  vanishes, and therefore no contri bution of that observation 
point is made to the estimate of �. 

• 

(3 ) If  the point pet), where the signal t = H has to be pred i cted, is far from 

the data points pes), then 

�st + 0 
t + 0 (3-1S) 

r,.,. + �ss ::tt 

whi ch is a reasonabl e resul t for an extrapol ation. 

(4 )  Whereas In model { 2-1 ).using the minimum condition (2-4), the adjusted ve­

l ocities �2 = a refer to an (arbitrary) point with fixed vel ocity (2-6), the 
,. . 

datum for s = H in the mixed model (See eq . 3 . 1 )  is derived from t:,e data them-
sel ves . The reference frame is defined by minimizing the (weighted ) sum of squares 

of vel ocities. (See eq . 3-11 . )  Therefore the signals  � can be considered in 
some way as "inner vel ocities" simil ar to the inner or free adjustment theory 

(Meissl 1969 ) . 
15 



I n  order to cl arify this point ,  the reader is reminded that l evel ing observations 

are rel ative measurements without any information about the absol ute height and 

motion of the network . The fol l owing phenomena can occur to the area covered by 

the network: 

(i) Changes in transl ation ( height) and rotation of the whol e area with 

respect to an inertial frame without  changing the geometric configu­

ration of the network . An exampl e is the motion o"f a tectonic. pl ate 

on whi ch the l evel i ng network i s  s ituated . 

(ii) Homogeneous deformation ,  changes i n  the vol ume of the area which are 

constant in amount and direction .  

(iii) I nhomogeneous deformation as a function of the l ocation of the points . 

( iv)  Singl e  point movements , irregular  in appearance and l imited to very 

l ocal phenomena , as e . g . , subsidence of one bench mark due to ( random) 

unknown causes in the neighborhood ( l ocal soil swel l ing , nearby en­

g i neeri ng proj ec ts, etc.). 

Whereas the information about (ii )  to ( iv )  can be extracted from the data , an as­

sumpti on has to be made about (i) or some i nformation comi ng from another source 

has to enter the model . (See ( 2-8 ) . ) However, in most  practical appl ications the 

information about an absol ute vel ocity is not avail abl e or , at l east,  is uncertain . 

I n  addition ,  the covariance matrix ( 2-9) and consequently ,  the error statistics 
are dependent on the i ntroduced fixed vel oci ty .  Why then not choose a reference 

frame for the vertical vel ocities H which is based only on the data and inner 

adjustment constraints (shown in the fol l owing) simil ar to the work of Bl aha ( 197 1 )  
and Meiss1 ( 1969 )? The mixed model proposed in section 3 . 1  exactly fol l ows this 

phil osophy and tries to find the val ue of the vel oci ti es based on the "optimal " re­

ference frame defined by the data , s i nce their absol ute val ues are nonestimabl e 

on the basis of the considered observations . (See a l so Papo and Perelmuter 1983 . )  

I f ,  in addition , some information about the vel ocity of one or several points in 
,.. • 

the network i s  avail abl e ,  the resul ts of the mixed model s ,  the s ignal s � = �, can 

be transformed to the new reference frame using Meiss1 ( 1969 ) , Bl aha ( 1971 :  p .  76) 

or Baarda's S-transformations . (See , e . g . , Baarda 1973 . )  

1 6  



" • • 

Denote by H the vel ocities in the new reference frame and by H the adjusted 

vel ocities referring to the inner coordinate system. Then ,  the transformation can 

be expressed by 
,. • 
H � " • . -

H = tl + § �� = [! §] 
�� 

where the vector of differential vel ocity s hift dt  is defined by 

where 

� • 
dt = F H 

( 3-19)  

( 3-20 )  

G is Helmert's transformation vector of dimension u
2
xl , where u2 is the number 

of veloc i ti es , 

Thus , eq. ( 3-19 )  fina l ly  becomes 

with 

GT = [1 1 • . .  1] 

� 

H = 
[! + §(§T@)-l§T] � 

-
G = c-1 G -ss -

� • 

( 3-22) 

( 3-23 )  

( 3-24 ) 

When i ntroducing only one poi nt with a fixed veloci ty Hp' eq. ( 3-23 )  s implifies 

to 

� • 
H = 

" ,, �  
H + G(H -H ) - - p p 

,. • 

( 3-25) 

which means that a l l  the adjusted velocities H have�to be changed by one con-
stant. The new variance-covariance matrix �ss of 8 is given by Blaha ( 197 1 :  80).  

17 



� 

�ss = C + G F C + C G F - GF CSS GF. -ss - - -ss -ss - - (3-26) 

• 

Thus, the inner constraint applied on the height velocities H is 

GT C::! � = 0 - -ss - . (3-27) 

In conclusion, the mixed model has the advantage of computing velocities from the 
data themselves referring to the average datum defined by eq . (3-11). In a second 
step the vector of velocities and its covariance matrix can be transformed to any 
arbitrary datum by use of e qs.(3-23) and (3-26). If more than one velocity is fixed, 
the transformation (3-19) will yield the answer whether or not these assumptions 
are confirmed" by the data . 

(5) "The most inconvenient part (and possibly the only drawback) of the mixed 
model is the definition of the velocity covariance matrix . " �ss can be computed 
using an analytical positive covariance function which is only dependent on the 
distance between data points, after postulating homogeneity, isotropy,and ergodi-

• 

city for the sample of random quantities s. = H . . For a deeper understanding of " -1 -1 
the subject the reader is referred to the theory of stochastic processes (e.g., 

Papoulis 1965). 
.." 

An empirical covariance function can be found from preliminary adjustments of H 
(or any other source where height velocities are determined). by 

(3-28) 

where ri is the location of the points with known velocity si = Hi' and m is :he 
number of these pOin:s (or products) in zone e with distance interval Te. H 

is a_mean value of H in the " considered area for balancing the velocities, 
• • 

E ( H-H ) = O .  Such a trend elimination is necessary for "generating quantities re-
presenting a (pseudo-) stochastic process . 

In order to handle the step function (3-28) simply, it can be approximated 
by a (positive) analytical function, as, e .g., Hirvonen's function 

18 



C ( r) = (3-29) 

where Co ( r=O) is the variance of bal anced height vel ocities , r = [ ( xi-xj)2 + 

( Y;
_Y

j
)2]0.S is the distance between the data points and � the so-cal l ed corre­

lation length ("Halbwertsbreite") . 

Other functions are al so suited for the approximation of ( 3-28). Gauss' function 
is another exampl e. If a l east squares adjustment is used for determining Co and 

� i n  (3-29), then the noise i n  the data shoul d cancel out, 

( 3-33 )  

{see Mikhail 1976 : 399.} Fol l owing Moritz ( 1980 : 169 )  we can characterize each 
covariance function by means of three essential parameters : 

Co the variance of the covariance function ,  C ( r) for r=O, 

� the correl ation l ength (argument for which the covariance 

function has the val ue C (� ) = Co/2) · ,  

K the curvature parameter K = k�2/Co ( k  is the curvature 

of the covariance function at r=O) 

For Hirvonen's function (3-29 )  the corresponding quantity is 

K = 2 1 n 2 . (3-31) 

Once the three parameters mentioned above are known , eq . ( 3-29) is uniquely def:ned , 

and the covariance matrix �ss can be derived from eq. ( 3-29 )  hy 

{ 3-32} 

( sym. ) 

. . .... . ... . . . . .............. 
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Assume that the covariance matrix of n in eq . ( 3-9) is known , 

( 3-33 ) 

wher
"
� lk� is the corresponding variance of unit weight , where�s the covariance 

matrix �ss of the pseudo-observations "Qs in eq . ( 3-9) is only known up to an 

unknown factor 

�o 0 s s 
= k20 = ek . 

1 o-ss  -ss ( 3-34) 

Then the final val ue e can be found by variance estimation for the group" of 

pseudo-observations ( Schwintzer 1984) using the estimation given by Forstner" ( 1979) 

which is based on the rel ation 

"T -1" E(� gss�) = (3-35) 

. where 
( 3-36) 

u2 
is the number of signals . The symbol " tr" stands for trace . 

From a first adjustment using an approximate val ue eo for e in eq . { 3-34),we 

get the a posteriori estimator for eo using only s by 

In the next iteration we use an improved value for e ,  

e 
1 

= 

20 

{ 3-37} 

(3-38) 



so that fi nal ly  the whol e i teration process can be descri bed by the foll owi ng two 

recurs i ve formul a s: 

[ 
5T

g- 1 5 

L 2 .. - SS- {l, 2 ,  . . . } ( 3-39 ) ko ( s ) v+1 = v = 
k2 

1 0 

and 

2 A 

ev+l 
ko(S)v+l 

e (3-40) = 

lk� v . 

The i terati on wi l l  be fi ni shed i f  

( 3-41 )  

where £ is a given tolerance. Test computations indicate that three to five 

i terations are suff ic ient for the des i red convergence .  

(6) These add it ional remarks refer to the ass,umption , ( 3-5 ), E ( s) = EUn :II: 0 i n  the 
mixed model : Let us cons i der as an i l l ustration the l evel i ng network i n  figure 1 

wh ich was observed twi ce , once at time tl and aga i n  at t2 . The observed height 

di fferences are 

6h . .  t 
= 6h . . t lJ, 1 lJ, 2 

6hOl t 
= 6h t + 2 mm , 2 01 , 1 

i j  = {12 , 13 , 24 , 34} 

and the assumed 06h i s  cons i dered to be of the same order as the change i n  6ho 1 
between observation epochs tl and t2 • The l i near s i ng l e  poi nt vel oci ty based 

on  the mi nimum cond i ti on  ( 2-4) i n  section 2.1 yi elds the fol l owi ng estimates for 
• • 

Hi ' i = {1 , . . .  , 4}, wi th Ho = 0 and ( t
2

-t1) = 1 yr , 

• 
H .  = 2 mm/yr. 1 
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whereas the mixed model where, no vel ocity h�s to be fixed determines 

H. = 0 mm/yr, , 
i = {0,1, . • .  ,4} 

and interprets the di.fference in �hOl between the different obs�rvation epochs as  

measurement error . I sn't that' answer based only on ' the data and the rel ative 

weighting of signal and noise at l east as good as the other one mentioned above? 

P 
3 

P 
4 

Figure 1 .-- Leve1 ing network observed at tI, t2 • 

It is obvious that the error estimates in the model above wil l give some indica-, , 
tions of the u ncertainty of the computed parameters . However, in no case is the 

situation as cl ear as her�and the l east squares adjustment tends to produce smear­

ing effects . On the other hand, where do we have sufficient information on the ab­

sol ute vel ocity val ue of a poi 'nt? Therefore, i n  concl us ion, the assumption 
E ( s} = E (A} = 0 is a ,useful working hypothesis which l eads us to a data-based refe­

rence frame in recent crustal movement research
' . 

( 7 ) I f  geophysical information about the cause of the up1 i�t or subsidence of �n 

area is avail abl e, it can be used to de�cribe the deterministic part 81� of the 

mixed model ( 3-2) .  Any kind of l inear regression coefficients ( See, e . g . ,  Fah1 -
busch et a1 . 1980i Koch 1983) can be sol ved for simu l taneously in the mixed model . 

For exampl e, i t  is wel l  ,known from hydrol ogy in the Houston-Gal veston  area where 

subsidence due to groundwater withdraw�l is observed, that the thickness of the 

aquifer, changes in the groundwater tabl e, and the coefficients of compressibil ity 
of the soil can be used to a,certain extent to describe the surface movements . 
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Therefore , observa.tion eq . ( 3-1 )  can be extended by repl acing Hf9Hj9 e . g . , 
by ( here outl ined only for Hj ) 

H. t + Hi t + a.� + aJ
�� + b

J
.6 + b�� + c.� 

J , 
0 �'o J 1 2 3 J � J 5 (3-42) 

where 6., i = {l, • • •  ,S} are unknown regression coefficients to be determined in 1 . 
X together with the vector of zero-epoch heights , and a . cou l d  be the thickness - J 
of the aquifer , bj , the groundwater tabl e change , and cj ' the coefficient of 

compressibil ity at Pj . 

Applying such additional tenns in eq . (3- 1 )  has the nice effect that E(�+t!) = 0 
E (� )  = Q . in eq . ( 3-2) .  

(8 )  Sequential . analysis of vertical  vel ocities is  possibl e by using the step­

wise col l ocation al gorithm ( Moritz 1980: 144). Special attention has to be given 

the datum probl em when adding new observation points at each step ( See also Papo 

and Pere1 muter 1984 ) .  Fonnu1 as ( 3-19)  to ( 3-26) have to.be cons idered to refer 
the u nknowns to the new datum . 

( 9 )  The mixed model takes advantage of the slgnal -to-noi se ratio and avoids 

misinterpretations . The more the noise is increase� the more the vel ocity surface 

. is smoothed . 

4 .  TEST COMPUTATIONS 

To as sess the two adjustment model s d i scussed i n  chapters 2 and 3 ,  two FORTRAN 

programs were wri tten and several test computati ons were carried  out. The fol­
l owing sect ions descri be the generati on �f the test data , the d i fferent test runs, 

and their results . 
4 . 1  Simulation of Test Data 

For the test computations a simul ated leveling net consisting of a regular grid 

with 3S junction points ( bench marks ) was chosen (fig . 1 ) . The distance between 

two bench marks is considered to be 1 km .  The network was "observed" three times, 
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Figures 1 to 3 . --Design of l eveling network observed at first ( tl = 1981 . 5) ,  
second ( t2 = 1982 . 5) ,  and third epoch ( t3 = 1984 . 5) .  The distance between 

two neighboring bench marks is considered to be 1 km . 

24 



t l 
= 1981 . 5 

t2 
= 1982 . 5  

t3 = 1984 . 5  

each time considering a different observation scheme ( see figs .  1-3). At the first 

epoch the
. 
whol e  network was observed , carrying out Pl = 58 observations, the 

second time onl y six loops were releveled with P2 = 17 observations, and the third 

time P3 = 33 l evel ing l ines were surveyed. The three observation des i gns were 

sel ected in such a way that bench marks no . 14 , 32 ,  34 , 36 , and 54 were only vis­

ited at tl = 1981 . 5 .  Consequently ,  the generated observatio� data contai n  no 

vel ocity information at those points and interpol ation has to be appl ied in the 

model s .  This can correspond to practice when bench marks are destroyed , for ex­

ampl e ,  and presents a good opportunity to compare the interpol ation properties of 
the methods descri bed above . 

The isol ines of assumed upl ift and subsidence in the area of test exampl e 1 are 
shown in figure 4 . The corresponding values at bench mark locations are given in 
figure 5 .  The difference between the two vel ocity surfaces provides some idea of 

the extent to which the assumed original surface was recovered by the discrete bench 

mark l ocations . It is one of the basic probl ems in geodesy that the continuum al ­
ways has to be represented by a d i screte number of points without knowing the pos i ­

ti ons which  are suited to get the best approximation .  

Besides a simul ation program which can automatical ly generate the error-free ob­

servation set from the matrix of IItruell height vel ocities , a subroL:tine cou l d  al so 
be cal l ed for the computation of normal ly distributed random nUQbers . 

Al l heights referri ng to tl = 1981 . 5  were taken to be zero , so that the first 

observation set consists of zero's if an error-free set is desired, or otherwise 

just of the observational noise . 

Whereas the vel ocity surface of test exampl e 1 is more or l ess  smooth having 
positive val ues i n  the upper l eft corner and negative val ues i n  the l ower right 

one , test exampl e 2 ( fig . 6) represents an irregul ar surface \\lith numbers of fast 

changing s i gn . 

The covariance function and its characteristics were computed u s i ng ( 3-28) and 

a l east squares adju.stment for the approximation of the empiri cal function by 
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Figure 4.--Simulated isolines of uplift and subsidence (test example 1) in the 
area covered by the leveling network. Unit of isolines in mm/yr . 
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Fi gure 5 . --He i ght veloc i t i es recovered by the locat ion of the bench  marks. 
The di fferences between the two veloc i ty surfaces represent the los s  of i n­
format ion due to the di screti zat ion of the problem . Uni t of i soli nes i n  mm/yr . 
The hei ght di fferences  u sed i n  the adjustments are obta i ned by di gi t i zat ion 
at bench mark locations and , therefore , reflect the s i tuat ion i n  figure 5 .  
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Fi gure 6.--He i ght vel oci ty s urface of test exampl e 2. 

Unit of isolines in mm/yr. 

Tabl e 1 .-- Characteri stics of covariance functions of centered hei ght 
vel oci ties of the two test examples 

Test example 1 Test exampl e 2 

• 
Mean val ue H of - 0 . 76 mm/yr - 1 . 73 mm/yr 
height velociti es 

Variance Co of 74 . 97 (mm/yr) 2 36 . 76 (mm/yr) 2 

centered height . .. 
veloci ti es ( �-H ) 
Correl ation l ength t 0 . 9028 km 0 . 4809 km 
( 3-30) 

Curvature parameter Ie 2 . 000 2 . 000 

( 3-31) 
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H irvonen's function , eq . (3-29 ) . The resul ts are summari zed "i n  tabl e 1 .  

For al l test computations the reference epoch to = 1981 . 5  was chosen . 

4 . 2  Resul ts of Test Runs 

F irst, some test runs were carri ed out assumi ng "error-free data" and the l i near 

s i ngl e po i nt vel oci ty model us i ng the mul tiquadric  surface representation ( 2-12 ) , 

i n  the fol l owi ng di scuss ion abbrev i ated by MQUA . The use of "true data" was mai n­

ly  done to understand and eval uate the behav ior of the model when varyi ng the l oca­

tion and the number of nodal poi nts . Three di fferent arrangements of the nodal 

pOints were chosen . In the first one the l ocation of the poi nts ( nod = 34 ) coi n­

c ides with al l of the bench marks with vel ocity i nformation ( f ig .  7 ). The height 
• 

Hs1 ,t at reference epoch to and the vel oci ty HSl ,to 
were fi xed . Recal l that 

i n  or3er to avoid  a s i ngul arity of the normal equation matri x ,  eq. ( 2-15 )  must hol d .  

Fi gures Sand 9 show two other confi gurati ons with reduced numbers of nodal poi nts 

( nod = 1 1  and nod = 1 7 ,  resp . ) .  There was no evidence to put the nodal poi nts at 

a certai n  depth , s i nce to date no conv i nc i ng geophys i cal expl anation of the nodal 

po i nts i s  ava i l abl e. Another common practice of putt i ng the nodal poi nts on the 

surface peaks and val l eys i n  order to get the best poss i bl e  approximation was not 

used herei n  s i nce i n  those computations one never knows the exact answer before­

hand (velocity surface). Incidentally, notice that the velocity surface used in 
test example 1 i s  approximately a ti l ted pl ane; hence no a pri ori i nd i cation for 

the l ocation of nodal po i nts i s  obvious . 

For the so-cal l ed smoothi ng constant 0 i n  mul ti quadrics ( 2-17 ) Hardy ( 1978) 

suggests (with respect to a p lane )  the val ue 

o = 0 . 665 12 ( 4- 1 )  

where 1 i s  the rectangul ar nodal grid  spaci ng ,  or equ i val ently ,  the mean 1 for 

irregul arity spaced po i nts . Hol dahl ( 1984 , pri vate communi cation )  uses i n  h i s  

NGS stud i es 

D = (v�w) * 0 . 4283, (4-2)  
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Figures 7 to 9 .--Location of nodal poi nts (0) used for mul ti quadrics . Bench 
mark no . 51 (0) serves as fixed station with hei ght vel ocity H = O. At 
bench marks marked with 6 no vel ocity i nformation is i nherent in the da·�a . 
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where V and W are the side lengths of the rectangular area under study and n 

is the number of nodal points. 

The following error statistics were used in the comparison of the results: 

(1) Mean of differenc:s between true height Hi,ta 
at epoch to and the 

computed height Hi,to 
at to 

1 n A 

m(Ht ) = - E (Hi +_- Hi t ) 
o n i=1 ,� , 0 

(n is the number of sampl es in eqs. (4- 5) to (4- 10) • 

• 

(4- 3) 

(2) M�an of differences between true height velocity H and computed height 
" 

velocity Ii 

• 1 n • : m(H) = - t (H.- H.) n ;=1 1 l '  

(3) RMS of true errors ;n,zero-epoch height determination 

(4) RMS of true errors in height velocity estimation 

n • -; 
= {E {H.- H.)2/n)O.S. 

. l '  1 1= 

(5) Mean estimated standard deviation of zero-epoch heights 

(6) Mean estimated standard deviation of height velocities' 

(4-4) 

(4-5) 

(4-6) 

(4-7) 

(4-8) 



Table 2 . --Resul ts us ing error-free data of test  exampl e 1 for MQUA wi th 
varyi ng number of nodal pOi nts ( nod ) and varyi ng smoothi ng constant 

D ( i nterpo lati on poi nts 14 , 32 , �4 , 36 , 54 not i ncl uded ) 

. . a ( H )  MODEL : MQUA m (Hto ) m (H )  E { Ht o ) E { H )  a ( Ht ) 
0 

nod D see. mm mm/yr mm mm/yr DIn mm/yr Fi g .  

29 0 7 0 .00 0 .00 0 .00 0 .. 00 0 .00 0 .00 

29 0 . 43 7 0 , 00 0 , 00 0 , 00 0 , 00 0 , 00 0 . 00 

17 0 8 2 . 08 2 . 51 2 . 87 3 . 79 4 . 34 2 . 44 
17 0. 61 8 . 2 . 40 3 . 03 2 . 95 4 . 06 3 . 93 2 . 25 

1 1  0 9 ' 0 .05 0 . 42 3 . 56' 3 . 06 6 . 17 3 . 36 

11  0 .86 9 -0. 69 -0 . 54 3 . 71 3 . 14 6 . 32 3 . 49 

Table 3 . --Results usi ng noi sy data of test exampl e 1 ( standard dev i at ion 
of an observed hei ght di fference of 1 km crij = ± 2 .0 mm , mean = 0 .0 )  
for MQUA with varying number of  nodal poi nts ( nod ) and  varying 
smoothi ng constant D ( i nterpol ation poi nts 14 , 32 , 34 , 36 , 54 not 

i ncl uded ) 

. . 
MODEL : MQUA . m ( Hto ) m (H )  e: ( Hto ) e: ( H ) a ( Hto ) a ( H )  

nod D see mm mm/yr mm mm/yr nm mm/yr F ig .  

29 0 7 2 . 07 0 . 96 2 . 68 1 .  73 2 . 14 1 . 44 

29 0 . 43 7 2 . 07 0 . 96 2 . 68 1 .  73 2 . 14 1 . 44 

17 0 8 . 4 . 53 4 . 1 9 5 . 03 5 . 34 4 . 74 2 . 59 

17 0. 61 8 4 . 7 1 4 . 68 5 . 16 5 . 66 4 . 38 2 . 45 

1 1  0 9 3 . 06 1 . 57 4 . 60 3 . 82 6 . 58 3 . 44 

1 1  0 . 86 9 2 . 06 0 . 27 4 . 07 3 . 50 6 . 63 3 . 54 
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Tabl e 4 . --Results at i nterpol ati on poi nts usi ng error-free data of test 
examp le  1 for MQUA with varying number of nodal poi nts ( nod) and vary­

ing smoothing constant D 

MODEL : MQUA m (Hto ) m( H ) dHto ) E ( I� ) a ( Ht o ) � ( H ) 

nod D see mm Fi g .  
mm/yr mm mm/yr mm mm/yr 

29 

29 
17 

17 

1 1  

1 1  

0 7 0 .00 -0 .02 0 .00 0 . 13 0 .00 0 . 00 

0 . 43 7 0.00 -0.02 0 .00 0 . 59 0 .00 0 .00 

a 8 2 . 20 2 . 47 2 . 35 2 . 72 4 . 36 2 . 20 

0. 61  8 2 . 58 3 . 40 2 . 24 3 . 64 3 . 95 2 . 12 

0 9 0 .06 0 . 10 1 . 00 0 . 99 6 . 28 3 . 12 

0 . 86 9 -0. 68 -0 . 65 1 . 42 1 . 02 6 . 42 3 . 34 

Table 5 . --Results of i nterpol ati on poi nts usi ng noi sy data ( standard devi a­
ti on of an observed hei ght di fference of 1 km ai j  = ± 2 .0 mm , 
mean = 0.0)  of test exampl e 1 for MQUA with varyi ng number of nodal 

poi nts and varyi ng smoothing  factor D 

MODEL : MQUA m(Hto ) m( H ) E ( Hto ) E ( H ) a ( Hto ) a ( H ) 

nod D see mm mm/yr mm mm/yr mm mm/yr Fi Q .  

29 0 7 1 . 71 1 . 20 2 . 2 7  1 . 55 2 . 1 1 1 . 31 

29 0 . 43 7 1 . 71 0 . 18 2 . 2 7 3 . 47 2 . 1 1 1 . 43 

17  0 8 4 . 20 4 . 50 4 . 41 4 . 64 4 . 7 1 2 . 32 

17 0 . 6 1  8 4 . 45 5 . 47 4 . 66 5 . 5 1 4 . 35 2 . 29 

1 1  0 9 2 . 70 1 . 56 3 . 06 1 . 85 6 . 6 1 3 . 17 

1 1  0 . 86 9 1 . 69 0 . 49 2 . 35 0 . 82 6 . 65 3 . 37 
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Tabl e 6 . --Compari son of resul ts of the s i ngl e poi nt vel oc; :y model us i ng 
mul ti quadri cs (MQUA) wi th nod = 29 nodal pOints and smoothing con­
stant 0 = 0 and the mi xed model approach (MI X ) .  
Numbers i n  parentheses refer to the resul ts at i n terpol ati on poi nts . 

( * . . . di fferent noi se generator 0ij • .  standard devi ati on of an observed hei ght . di fference l:Ih;j of 1 km ) 

. . . . 
DATA 

0 z m( Hto ) m( H )  dHto ) dH )  a (Hto ) a ( H )  
Model 

MQUA 

MIX 

MQUA 

MIX 

MQUA 

MIX 

MQUA 

MIX 

MQUA 

MI X 

( e=error-free 
n=noi sy ) 

e 

e 

n ; a . .  =2 l J  mm 

n ; a . .  =2 l J  mm 

n ; a . .  =8 l J  mm 

n ; a . .  =8 l J  mm 

n;': ; (J • •  =2 l J  mm 

n�: ; a . . =2 l J  mm 

n ; (J .  j = 1 .  5mm , . 

n ; a i j =1 .  5mm 

Q) 
r-Oo 
E 10 x LLJ 

1 

1 

1 

1 

1 

1 

1 

1 

2 

2 

mm mm/yr 

0 . 00 0 . 00 
( O . OO )  ( -0 . 02 )  

0 . 02 0 . 01 
( 0 . 02 )  ( -0 . 59)  

2 . 09 0 . 96 
( 1 . 71 ) ( 1. 20 )  

2 . 00 0 . 88 
( 1 .  63 ) ( 0 . 74 )  

-11 . 1 1 -2 . 1 1 
( -1 1 . 77 )  ( - 1 .  03 ) 

- 1 1 . 37 -2 . 31 
( -12 . 42 )  ( -2 . 20 )  

0 . 78 2 . 97 
( -0 . 53 )  ( 2 . 47 )  

0 . 70 2 . 81  
( -0 . 60 )  ( 2 . 08 )  

-2 . 08 0 . 1 9  
( -2 . 21 )  ( 4 . 28 )  

-2 . 13 -0 . 43 
( -2 . 26 )  ( 4 . 43 )  
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mm mm/yr mm mm/yr 

0 . 00 0 . 00 0 . 00 0 . 00 
( O. OO) ( 0 . 13 )  ( O . OO) 0 . 00 

0 . 03 0 . 01 0 . 1 1  3 . 34 
( 0 . 02 )  ( 1 .  63 ) ( 0 . 1 0 )  ( 7 . 10 )  

2 . 68 1 .  7 3  2 . 14 1 . 44 ( 2 . 27 )  ( 1 . 55) ( 2. 1 1 )  ( 1. 31 )  

2 . 58 1 . 65 2 . 29 3 . 41 
( 2 . 24 )  ( 2 . 57 )  ( 2 . 26 )  ( 7 . 17 )  

13 . 57 5 . 43 9 . 49 6 . 41 
( 13 . 51 )  ( 4 . 54 )  ( 9 . 36 )  ( 5 . 85 )  

1 3 . 42 4 . 42 8 . 70  4 . 81 
( 1 3 . 82 )  ( 4 . 40)  (8 . 65 )  ( 7 . 50)  

1 .  97 3 . 29 2 . 07 1 . 40 
( 1 . 43 )  ( 2 . 63 )  ( 2 . 04 )  ( 1 . 28)  

1 . 86 3 . 1 5 2 . 29 3 . 47 
( 2 . 92 )  ( 1 . 47 )  ( 2 . 26 )  ( 7 . 17 )  

2 . 54 1 . 02 1 .  78 1 . 21 
( 2 . 53 )  ( 6 . 82 )  ( 1 .  7 5 )  ( 1 . 10 )  

2 . 64 1 . 05 1 . 7 1  1 . 85 
( 2 . 60 )  ( 7 . 31 )  ( 1 . 6 9 )  ( 5 . 84 )  



Tabl es 2 to 5 summari ze the resul ts of computati ons with the s i ngl e vel oci ty 

'model i n  connection with a mu1 t iquadri c representation of the vel ocity surface , 

eq . ( 2-11 ) ,  abbrevi ated by MQUA , as  menti oned above. Error-free and noi sy data 

were simu l ated assumi ng varying numbers 'of nodal poi nts as wel l as d i fferent smooth­

i ng constants D .  

Tabl e 6 compares the resu l ts of MQUA and the mixed model (MIX ) descri bed i n  

, chapter 3 .  

4. 3 D i scuss ion of the Resu l ts 

, From tabl es 2 to 5 one can concl ude that MQUA g i ves good resul ts onl y  i f  the 

model considers one nodal  poi nt at every bench mark wi th known vel oc i ty i nformation . 

Any reduction i n  the number of nodal poi nts l eads to a cons iderabl e l oss i n  accura­

cy in determi n i ng the zero-epoch heights and the height ve1 0cit,i es . However , the 

l oss i n  accuracy i s  not a function of the number of nodal poi nts ( see tabl es 2 to 5 ) . 

Therefore , there might be an optimal configurati on of these poi nts smal l er i n  the 

number than the d i screte vel oc ity unknowns i n  the model wh i ch cou l d  represent the 

vel ocity surface with the desi red accuracy .  However , thi s  i s  not known i n  advance 

by the u ser . I n  add it ion ,  i rregu l ar l ocati on of the nodal poi nts requ i res some 

sol vabi l ity analys i s  of the model beforehand ( Ho ldahl  and Hardy 1979) . The test 

computations  with test exampl e 1 ( fi g . 5 )  where the vel ocity surface i s  approx imately 

a ti l ted pl ane h av e  cl early shown that i n  such cases any attempt to establ i sh  the 

l ocation of nodal poi nts correl ated with surface peaks and val l eys fai l s . Due to 

the absence of any theoreti cal or heuri st ic  d i recti ve to fi nd the optimal l ocat ion 

of the nodal poi nts , each vel ocity unknown i n  the model shoul d be repl aced by a 

nodal poi nt .  I n  that case ,  no substanti a l  savi ng of  computer time i s  achi eved i n  
sol v i ng for both the nodal poi nts and the d i screte unknowns . Hence , the approx i ­
mation and the i nterpol at ion of the vel ocity surface can be separated from the ad­
justment itsel f and done i n  a second step. 

The use of prev iou sly  recommended smoothi ng constants ( see eqs . ( 4-1 ) and ( 4-2 ) ) 

i ntroduced no improvement ' i n  the fi nal resu l ts .  S i nce ju st the opposite happened , 

i t  seems to be preferabl e to avoid  the smoothi ng constant compl etely ,  sett i ng 
D = o .  

' Tabl es 4 and 5 corroborate the good i nterpol ati on properti es of mult i qu adrics and 

con'f irm early resu l ts presented by Hei n  and Lenze ( 1979) where nodal poi nts were 
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s ituated at each station . However , a lthough MQUA may be an excel l ent determin � st ic  

i nterpol ation method , the meani ng of  the computed error estimates i s  not a lways 

rel i abl e as wi l l  be d i scussed l ater . They shou l d  be i nterpreted wi th extreme cau­

tion.  The pure i nterpol ation of the vel oci ty surface carri ed out by mu l tiquadrics 
i s  better than those of MIX at stations where the surface presents a nearly l i near 

behav ior.  

From the resul ts obtai ned by using  no i sy data we can deduce that the est imated 

zero-epoch hei ghts and vel oc it ies are d i sturbed by the same order of magn i tude 

as the standard dev i ation of the noi se. 

The resul ts of the mixed model (MIX )  are only sl i ghtly better ( cl oser to the 

true val ues) than those of MQUA . ( See tabl e 6 . ) The great advantage of MIX ,  how­
ever , i s  that i ts error estimates are more rel i abl e .  I n  fi gu�e 10 a typi cal 

exampl e of d i screpanci es between true and computed val ues i s  s hown ( resul ts of 

l ast two l i nes i n  tabl e 6 ) . The stations are marked where the computed standard 

dev i ations are three times l arger than the estimated vel oci ti es .  Whereas the 30-
error statistics of MQUA indicate that all estimated velocities are reliable, 
those of MIX cons ider eight val ues as bad . A compari son with the ( pri nted) true 

errors at the correspond i ng l ocations shows that s i x  out of eight refl ect the true 

pi cture . Based on that type of analys i s  of several test computaticns one can state 
that the error estimates from MQUA are not rel i abl e. Thi s seems to be a 
serious drawback, s i nce i n  practi cal appl i cat ions the resul ts have to be assessed 
through the computed error estimates . 

Further research regard i ng the recovery of the autocovari ance functi on of the 

height vel ociti es shou l d  be done; whereas the vari ance can be estimated i n  the 

mixed model , the correl at ion l ength must be found by other Woeans . However , any 
source provid i ng i nformation about the changes i n  height i n  the cor.s idered area 
can be used .  There i s  hope that geophys i cal i nformation about :he type of mot:on 

can defi ne the correl ati on l ength properly .  

5 .  CONCLUSIONS 

The l i near s i ngl e poi nt vel oci ty model used i n  connection wit� mul ti quadrics for 

the vel oci ty surface representation provi des good res ul ts onl y  i f :  
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· TRUE V E L OC I TY E RRORS - MOD E L  MQUA 

-0 . 7 1  � - 1 . 60 � - 1 . 2 1  0 . 3 1  -0 . 78 

-0 . 76 -0 . 60 - 1 . 1 5 1 -0 . 88 1 ·- 1 . 00 -0 . 40 - 1 . 07 

I. 1 . 99 7 . 26 2 . 65 4 . 37 0 . 37 -2 . 74 - 2 . 02 
-0 . 5 1  -0 . 52 -0 . 09 0 . 35 0 . 1 4  -0 . 62 0 . 02 

0 . 00 - 1 . 07 -0 . 49 0 . 1 5  -0 . 29 -0 . 78 0 . 27 

TRUE V E LOC I T Y  E RRORS - MOD E L  M I X  

-0 . 64 1 - 1 . 00 I - 1 . 55 1 1 3 . 79 - 1 . 33 0 . 10 - 1 . 03 

-0 . 74 -0 . 58 - 1 . 1 1  -0 . 89 - 1 . 1 1  -0 . 60 - 1 . 35 

I 2 . 05 I � 2 . 29 1 4 . 0 1  0 . 02 -4 . 45 -2 . 68 

-0 . 54 -0 . 54 -0 . 02 [ 0 . 4 1  0 . 25 -0 . 55 0 . 1 1  

0 .00 - 1 . 09 -0 . 37 3 . 27 0 . 1 4 1 -0 . 69 0 . 40 

Fi gure l O . --Typi cal exampl e ( s ee tabl e 6 ,  l ast  two l i nes ) o f  d i screp­
anc i es between tr�e vel oc i t i es and computed ones ( upper matri x :  
MQUA , l ower matri x :  M I X ) . Marked boxes refer to stat ion s  where the 
standa rd dev i at i on i s  three t i mes l arger t han the computed vel oci t i es . 

The matri ces are pri nted i n  the same arrangement as the l evel i n g  
net ( see f i  g .  1 ) . 
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( i )  i f  nodal poi nts are considered at every bench mark wi th vel oc ity 

i nformation ,  and 

( i i )  the smoothi ng constant 0 i s  set to zero . 

There is no need, in principl e, to perfonn the adjustment and the velocity sur·" 

face i nterpol ation i n  one step , s i nce no sav i ng i n  computer time can be achi eved 

(the number of nodal po i nts i s  equal  to the number of d i screte vel ocity unknowns ) .  

Mult i quadrics i s  mai nly  a determi ni stic i nterpol ati on method without any stochas­

tic model . A serious  drawback of the l i near s i ng l e po i nt vel oc ity model (MQUA) i s  

the fact that the error stati st ics seem to be unrel i abl e ,  and no assessment o f  t:le 

qual i ty of the determi ned heights at epoch zero and the vel ocity unknowns can be 

made us i ng the adjustment resul ts .  The model further requ i res the fixi ng of one 
vel ocity and one height as datum . Consequently ,  the deri ved para�eters are depe�d­

ent on th i s  absol ute constrai nt ,  a fact that shou l d  al ways be kept i n  mi nd .  

The general i zed l i near regress ion or mixed model takes the datu� of the vel oci �  

t ies from the data v i a  the hybrid mi nimum norm. Th i s  i s  more pl eas i ng to the ty�e 
of data cons idered . S i nce l evel i ng observations are rel at i ve by the i r  very nature , 

only rel ati ve heights and vel oci t ies can be estimated . The resul ts of the w.odel MIX  

are only sl i ghtly better than those of MQUA . However , the error stati sti cs are 

much more usefu l for asses s i ng the estimated unknowns properly .  S i nce a stochast ic  
model i s  ·i nvol ved ,  mi s i nterpretations can be  avoided and the s i gnal -to-no i se r'at�o 

is  properl y consi dered . 

Thus , mul tiquadrics has i ts pl ace where a pure determi ni stic  approach i s  des i red .  

When measurements with unavoidabl e no i se are present one shou l d  not mix such a ca­
termi ni sti c  method with stochast ic  cons i derations with i n  a l east squares adjust­

ment model . 

I n  parti cul a r ,  i f  the s i gnal -to-no i se rat i o  approac hes the val ue one , mi s i n terpre­
tat i ons of the resul ts  of model ( 2 -l ) wi th mul t i quadri c representat i on o f  the 
vel oc i ty su rface a re pos s i bl e .  { See the s i mpl e exampl e i n  chapter 3 . 2 ,  pa ra qraph 
(6) . )  
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APPENDI X . --SOME SIMPLE NUMERICAL INVESTIGATIONS ON THE DETE��IN1STIC TREND 

DETERMINATION OF VERTICAL MOVEMENTS DUE TO WATER WTHDRAWAL . 

EXAMPLE :  HOUSTON-GALVESTON AREA . 

I n  section 3. 2 ,  paragraph ( 7 ), i t  was suggested that geological and geophysi cal 

i nformation on the cause of height changes can be used to descr ibe the determi n i s­

tic  part �l� of the mixed model ( 3-2). Some s impl e computations shou ld  demonstrate 

thi s i n  the Houston-Gal veston area ( fi g . A 1 )  where mai nly  withdrawal of water has 

caused a pattern of subsidence .  A spec ia l l y  des i gned geodet i c  l evel i ng network 
mon i tors the l arge subs i dence meisured s i nce 1 906 .  

The most recent surveys were carri ed out i n  197B ( Ba l azs 19BO ) and 19B3 ( Zi l kos­

ki  19B4 ) .  The groundwater withdrawal i s  monitored by the U . S .  Geo logi cal Survey i n  

cooperation wi th the Texas Department o f  Water Resources and the Harri s-Gal veston 

Coastal Su�s i dence Di stri ct ( see , e . g . , Gabrysch 1982 ; Strause and Ranzau 19B3 ) . I t  

has resul ted i n  water-l evel decl i nes of  a s  much a s  76 m i n  the Chi cot aqu i fer and 
as much as 91 m in wel l s  compl eted in the Evangel i ne aqui fer. The center of reg ion ­
al subs i dence i s  the Pasadena area , where more than 3 . 0  m of subs i dence have ocur­

red s ince 1906 . 

Due to l imi ted data ava ilabl e i n  d i g ital form ,a s impl e regress ion was chosen to 
descr ibe the height changes , 

where 

H . t - H . t = � + a · � l  + a · �2 + b · � 3 + b . � ,. 1 , 2 1 ,  1 0 1 , 1  2 , 1  1 , 1  2 , 1  � 
( A-I ) 

H . t - H .  t 1 ,  2 1 , 1 

a . ,  a . 
1 , 1  2 , 1  

b . ,  b2 • 1 , 1  , 1  

i s  the d i fference i n  hei ght of bench mark 
Pi i n  the time i nterval t2 - tl 

are unknown regress i on coeffi c i ents , 

are the water l evel changes i n  wel l s  of 
the Evangeli ne and Chi cot aqui fer respecti vely , 
i n  the cons idered time i nterval at bench mark Pi 

are the thicknesses of cl ay of the Evangel i ne and 

of the Ch i cot aqu i fer respecti vel y,  at 

bench mark Pi 
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Figure A 1 .  Level i ng s ta tions (denoted by ti ny ci rcl es ) 
i n  the Hous ton-Gal veston., Texas , Area . 
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Tabl e A l �- Resul ts of the regress ion analys i s  i n  the Houston-Gal veston area 

ST E P - W I S E  MULT I P L E  R E G R � S S I ON . . . . .  HOUSTON 

NUMB E R  OF OBS E RVAT I ONS 383 
NUMB E R  OF VAR I AB L E S  5 
NUMB E R  O F  S E L E C T I ONS 3 

CONST ANT TO L I M I T  V A R I AB L E S  0 . 00000 

VAR I AB L E  M E AN STANDARD 
NO . D E V I AT I ON 

-98 . 72298 86 . 5 1 490 HE I GHT D ! F F E R ENCE I N  MM 1 978- 1 983 
2 3 1 . 4 3969 46 . 87 1 1 4 WAT E R  L E V E L  CHANGE I N  E VANG . AQU I F E R  
3 26 . 4 2768 37 . 53087 WAT E R  L E V E L  CHANGE I N  CH I CDT A QU I F E R  
" 1 603 . 43473 4 33 . 80 1 65 C L A Y  T H I CKN E S S  O� E VA NG E L I N E  
5 366 . 30444 66 . 98 1 1 7 C L A Y  T H I CKN E S S  OF CHI COT 

( VA R I AB L E S  2-5 IN F E E T ) 

CORR E LAT I ON MAT R I X 

ROW 1 
1 . 00000 0 . 87798 0 . 79705 0 . 57644 0 . 1 4083 

ROW 2 
0 . 87798 1 . 00000 0 . 84304 0 . 67573 0 . 1 522 1 

ROW 3 
0 . 79705 0 . 8':30': 1 . 00000 0 . 332 1 3  -0 . :174 1 8  

ROW 4 
0 .. 57644 0 . 67573 0 . 332 1 3  1 . 00000 0 . 56863 

ROW 5 
0 . 1 4083 0 . 1 522 1 -0 . 274 1 8  0 . 56863 1 . 00000 

ST E P  4 

VAR I AB L E  E NT E R E D  . . . . .  4 

SUM OF S�UA R E S  R E D U C E D  I N  T H ! S S T E P  . . .  . 32 . 10 1  
0 . 000 PROPORT I ON R E D U C E D  I N  T H I S S T E P  . . . . . . .  . 

CUMULAT I VE SUM O F  SQUA R E S  R E DU C E D  . . . . . .  2287 1 37 . 379 

AQU I F E R  
AQU I F E R  

CUMU L AT I VE P ROPORT I ON R E DUC E D . . . . . . . . . .  0 . 800 O F  2859204 . 3 1 8  

FOR " VA R I A B L E S  E �T E R E D  
MULT I P L E  COR R E LAT I ON COE F F I C I ENT . .  . 0 . 89J 

0 . 893 
377 . 8 1 3 
38 . 903 
39 . 056 

( ADJUST E D  F O R  D . F .  J . . . . . . . . . .  . 
� - VA L U E  F O R  ANA L Y S I S  OF VAR I ANC E . .  . 
STANDARC E RROR O F  E ST ! MA T E  . . . . . . . .  . 

( ADJUST E D  F OR D .  F . I . . . . . . . . . .  . 

VAR I AB L E  
NUMB E R  

2 
3 
5 
4 

I NT E R C E PT 

R E GR E S S I ON 
COE F F I C I E NT 

C . 79745 
1 . 1 2276 
0 . 26499 
0 . 00 1 2 1  

-252 . 475 1 8  

ST!) . E RROR OF 
R E G . CO E F F . 

0 . 1 3800 
0 . 1 5507 
0 . 04923 
0 . 00832 
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COMPUT E D  
T - VA L U E  

5 . 779 
7 . 240 
5 . 382 
C . 1 46 



As ment ioned above , the results of the l ast two rel evel i ngs ( 1 97B and 1 9B3 ) 

were used , thus t2 - tl = 5 yr . The water l evel changes i n  the Evangel i ne and 

Chi cot aqu i fers were d i git i zed i n  a grid  of approx imately 4x4 �2 from fi gure 3 and 

fi gure 1 ,  respectively, i n  the report of Strause and Ranzau ( 19B3 ) . Thereby a d i f­

ference of some months i n  the time i nterval with respect to that used for the re­

l evel i ng resul ts had to be accepted . The thi ckness of cl ay i n  the Evangel i ne and 

Ch i cot aqu i fers were d i g it i zed from figures 36 and 37 of Gabrysch ( 1982 ), us i ng a 

grid of approximately 6x6 km2 . The fi nal val ues al , i ' a2 , i  and bl , i ' b2 , i  at 

bench mark l ocati ons were computed by a simpl e weighted average procedure u s i ng the 

correspondi ng val ues at the grid  po i nts and weighti ng it with reci procal d i stance . 

To assess the s i gni fi cance of i ntroduced parameters i n  the model (A-l ), a stepwi se 

mul ti pl e regressi on procedure was chosen . 

The resu lts of the regression study can be summari zeq as fol l ows . Vari abl e no . 4 ,  
the th i ckness of cl ay bl . i n  the Evangel i ne aqu i fer does not contr ibute to the , 1  
regress ion at al l .  The determi ned coeffi c i ent � 3  i s  i ns i gni fi cant . There i s  

al so only a smal l improvement i n  terms o f  the correl ati on coeffi c i ent from 0 . 884 to 

0 . 894 when tak i ng i nto . account vari abl e no . 5 ,  the thi ckness of cl ay b2 . i n  the , 1  
Chi cot aqu i fer . Thu s ,  accept i ng a l oss  of accuracy of 2 mm i n  the standard error 

of estimate , only the water l evel changes i n  the two aqu i fers have to be cons idered . 

The results usi ng al l variabl es i n  the regressi on are outl i ned i n  tabl e A 1 .  

Concl us i ons 

Us i ng a s impl e regress ion analys i s  it i s  poss ibl e to determ ine the subs idence by 
groundwater l evel changes in the Houston-Gal veston area i n  the t ime i nterval 1978 

to 1983 with a standard deviation of 3-4 cm , which corresponds to about 6-8 mm/yr . 

Th i s  i s  an i nteresting resul t  i n  spite of more soph i st icated model s ,  l i ke three­

dimens ional fi nite el ements analys i s ,  wh i ch are currently under research by geo­

l og i sts and geophys i sts in that area . 

Cons ideri ng the facts that : 

( i )  the data had to be d i g iti zed from smal l scal e maps , 

( i i )  the water wel l l ocations were not ava i l abl e at the t ime of thi s  study ,  

and 
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( i i i )  the correspond i ng time i nterval s of considered height changes and geo­

l og i ca l  parameters do not coi ncide exactly ,  

i t  can be  concl uded that u s i ng better data , the water wel l l ocations, and the re­

gres s i on trend model equ i pped wi th a stochastic  s i gnal part as suggested by the 

mixed model ( 3-2 ) , i t  m i g ht be pos s i bl e to pred i c t  the subs idence i n  such areas 

with an accuracy of ± 2 mm/yr . 

The appl i cation of such a procedure al l ows for separate treatment of subs idence 

areas i n  the project to readjust the North Ameri can Verti cal Datum ( NAVD ) . Thus , 

the heights i n  those areas can be reduced to a common epoch for final i ncl us ion i n  
the NAVD u s i ng the above approach . 
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