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EVALUATION OF HVDROPLOT POSITION FILTERING PROCEDURE 

Gary C. Guenther 

NOAA / National Ocean Service 
Rockv i 11 e, Maryl and 20852 

ABSTRACT. Performance of position editing, 
extrapolation, and smoothing procedures for 
the SMOOTHED mode of HVDROPLOT real-time 
software has been evaluated theoretically, 
for simulated ranges, and with field data. 
Results indicate that satisfactory operation 
can be obtained if the "sp~ed"-test threshold 
is set to about 50 knots or 9reater. Two 
minor modifications are recommended. 

INTRODUCTION 

Background 

The acceptance of super high frequency (SHF) positioning 
s y s t ems by t he Na t i o n a 1 0 c ea n Se rv i c e ( N 0 S ) , n a me l y t he Mot o r o 1 a 
MRS III Mini-Ranger and Del Norte Trisponder, as hydrographic 
sensors has resulted in a need to implement real-time range 
filtering 1!3lgorithms in both the HYDROPLOT and Bath_vmetric Swath 
Survey (BS) hydrographic data acquisition systems. HYDROPLOT 
uses a procedure involving a doubllj exponential smoother as 
described in Brown (1963), while BS uses a so-called "fixed 
memory" technique recommended in Casey (1982). It was requested 
that the performance of these protocols be examined via computer 
simulation to determine whether they are suitable for meeting NOS 
requirements. 

Procedure 

The f i rs t step w a s a n a l y s i s of the per for ma n c e of th e 
existing HYDROPLOT algorithm on simulation and field data. 
Results of this analysis are described in this report alon~ with 
recommendations for improving performancej Follow-on goals will 
be to examine the performance of the BS fixed memory filter, 
compare double exponential and fixed memory results, consider 
other potential alternatives, and recommend an optimum approach. 

A Monte Carlo simulation of a single range chanr.el has been 
created in BASIC on a Tektronix 4051 computer. Numerous runs 
have been conducted for cases with zero and with selected 
constant rates of change in the range. Performance was evaluated 
via computer generated plots of the resulting time series and 

1 



statistical measures derived therefrom. Additionally, an 
existing es3 program has been modified to permit the application 
of HYDROPLOT algorithms to Mini-Ranger field data. 

Terminology 

For the purposes of this document, 11 smoothi ng 11 wi 11 be used 
to describe the application of an algorithm to a given set of 
ranges in order to reduce the effect of noise, i.e., the standard 
deviation about the mean trend. The process of excluding wild 
data points prior to smoothing will be called "editing". The 
process of replacing wild data points with forecast or predicted 
values will be termed "extrapolation". The net result of all 
these procedures will be called "filtering". This terminology is 
arbitrary and ad hoc and is not intended to conform to any 
literature standards, 

THEORY 

Exponential Smoothing 

Assume, for the moment, that a set of ranges is derived from 
a stationary process, i.e., the mean range is a constant in 
time. The ranges can be represented as 

R; = R + ei , 

where: Ri is the observed range, 
R is the actual range, and 
ei is the ;th measurement error from 

a zero-mean, random distribution 
with standard deviation ae. 

( l ) 

As demonstrated in Brown (1963), the standard deviation of the 
observed ranges can be reduced by application of the following 
algorithm: 

Si = c Ri + (1-c) Si-1• 

where: S· is the "smoothed" range, 
S~-l is the previous smoothed range, and 
c 1s a constant over O < c < 1. 

( 2 ) 

It can be shown that for iteration of this recursion on a set of 
ranges, the effective weights applied to the earlier raw data 
values decay, in the continuous limit, exponentially: hence the 
term "exponential" smoothing. For the discrete case of interest, 
the weights are c (l~c)k for the (i-k)th range (the kth range 
P.rior to the current (;th) value), and are thus, more correctly, 
'geometric" in nature. In more modern digital filter 
terminology, this is known as a "first-order autoregressive" low-
pass filter. · 
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The standard deviation of the smoothed ranges, as, is less 
than O"e by a factor which depends on the value of c. For large 
values of c , the weights decay rapidly, the smoothed values are 
quantitatively similar to the raw values, and the reduction in 
standard deviation is slight. For small values of c, the weights 
decay s l owly , the smoothed v a l u es owe mo re to the h i story of the 
time series, and a greater reduction in standard deviation is 
a c h i e v e d • The a ct u a l a v e r a g e s t a n d a rd de v i a. t i on re du ct i on o r 
"smoothing ratio" for random data is 

(3) 

as seen i n Fi g • 1. The drawback w i th sm a l 1 v a 1 u es of c i s that 
when the input process changes, the smoothec response is 
correspondingly slower to react due to its increased emphasis on 
historical data. 

It is important to note here that for correlated {non
random) data, the smoothing ratio, for a given value of c, is 
significantly larger; i.e., the smoothing is much less effective 
(Brown 1963). Extrapolaion procedures which replace edited 
ranges with estimated values add, by their very nature, a degree 
of correlation. It will be shown in later sections that this can 
cause the smoothed output to meander. 

If the underlying process is not stationary but rather 
varying at a constant rate, the "single" exponential smoother 
cannot adapt and will equilibrate to a constant bias with a 
magnitude proportional to the· range rate of change. This 
situation can be remedied by applying· the formal recursion to the 
smoothed data a second time, as will now be seen. 

Double Exponential Smoothing 

Let the range process ·vary at a constant rate: then 

Ri = R0 + vt· + ~i , (4) 

where: R0 ·is the initial range, and 
V is the range rate of change. 

If the exponential smoothing recursion is applied to this set 
twice, one has a "double exponential" or "second-order 
autoregressive" low-pass filter: 

s 1 ,·i = c Ri + (1-c)s 1 ,i-l , and (5) 

S2,i = ·c S1,i + (1-c~S2,i-1 {6) 

Much as "Eq.(5) yields ·a biased result, Eq.{6) yields a doubly 
biased ·result.· It is e·asy to show, ·therefore, that the smoothed 
range 

S · ,;, 2S l · - s 2 · ( 7) 
l ' l ' l 
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is an unbiased smoothed range; i.e., <Si> = <Ri> after the 
initial transient damps out. It can also be shown that. 

vi = c ( S 1 , i - s2 , i ) I ( 1- c) ( 8) 

is a smoothed range rate-of-change or speed. This speed is used 
for extrapolation in the wild point replacement procedure (to be 
described in the next section). 

The two most important but competing performance factors are 
the smoothing ratio and the transient response time. These will 
now be described in detail. 

For a random input distribution, the average smoothing ratio 
for the smoothed range estimate from a double exponential 
algorithm is 

( 9) 

where b = (1-c). This is plotted in Fig. 1 in comparison with 
the value for single exponential smoothing. For a given value of 
c, the maximum theoretical smoothing ratio of a double 
exponential algorithm is larger than that of a single 
exponential; i.e., the double exponential smoothing is not as 
effective, and the residual noise is greater. This can be 
understood on the basis that the second pass operates on 
partially correlated data produced by the first pass. 

Note that if c=0.3, as in HYDROPLOT, the standard deviation 
of the smoothed output for a single exponential algorithm is 42% 
of the input, while it is 62% for a double exponential. 
Furthermore, it can be shown that this performance ratio between 
the two algorithms is nearly independent of c and thus holds in 
general. At c = 0.1, for example, the standard deviation 
reductions are 23% and 36%, respectively. 

The response of the smoothing algorithm to changing range 
rates is characterized by the ramp response function. For an 
underlying range process as represented in Eq. (4), it can be 
shown that the ramp response function for the unbiased range 
estimate, s1 , is 

r(t) = Vt(l - bt+l) (10) 

for the discrete case, where t+l is the time of the (i+l)st range 
measurement. Several such functions are shown in Fig. 2 (plotted 
as continuous functions for clarity) for a range of c values. 
The magnitude of the de vi at ion of •the response from the input 
ramp during the startup transient is seen to increase as c 
decreases. Note that these functions are scaled to the range 
rate, V, and are valid for all V. The magnitude of the deviation 
from the input ramp is thus also proportional to V. For large c, 
the transient is seen to be short and of small relative 
magnitude; for small c, the reverse is true. The smaller the 
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value of c, the greater the number of input ranges required to 
achieve bias-free equilibrium; i.e., the longer the startup 
transient. The larger the value of c, the shorter the transient, 
but the less the reduction in standard deviation. 

The transient response of the smoothed speed to a speed step 
function of magnitude, v, (the same ramp function for the range 
as above) is 

v(t) = V [l - (1 +ct) bt ]. ( 11) 

This expression is plotted for four selected values of c in Fig. 
3. The smoothed speed converges on the true range rate in a time 
which depends on c. The response times are consistent with those 
for the equivalent smoothed ranges of Fig. 2. 

It appears that, based on Figs. 2 and 3, a value of c less 
than 0.3, say 0.2, might not be inappropriate for HYOROPLOT, 
given that the response equilibrates after about 15 inputs. As 
seen in Fig. 1, the smoothing ratio at c = 0.2 is 50%. 

EVALUATION PROCEDURES 

Computer Simulation 

A generalized, modular test program has been written which 
1) generates a specified temporal range functionality for 100 
time intervals; 2) adds Gaussian noise with specified standard 
d ev i a t i on to the r a n g e v a l u es ; 3 ) a pp l i es a s el e ct e d f i l t e r 
procedure to the range data; 4) plots input values, edited 
values, and smoothed values as a function of time; and 5) reports 
statistics on results. 

The first implementations were for single and double 
exponential smoothing (in a filter procedure operating according 
to HYDRO PLOT protocol) applied to constant ranges and to ranges 
increasing (or decreasi.ng) at a constant rate. 

A flow chart of the filter algorithm used to simulate 
HYDROPLOT processing is presented in Fig.4a. The current version 
of the computer program is attached as Appendix 1 for those who 
might be interested in details. The program is concerned only 
with the "SMOOTHED" HYDROPLOT option for a single range. 

The first step in the procedure is data editing: the 
examination of the time rate of chan~e of consecutive ranges (the 
current versus the former). If this range "speed" is less than 
an operator-selectable value, that fact is noted, and the current 
range is considered to be valid. If not, the reverse is noted, 
and the current range is considered to be a wild point and is 
replaced by an extrapolation procedure (to be described 
shortly). As it stands, this procedure does not provide 
symmetric edits with respect to positive and negative noise 
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amplitudes for non-zero range rates. It can, however, be 
mod.ified to d'o so, as will be described in the next section. 

The filter procedure has two modes: NAVUP and NAVDOWN. In 
the NAVDOWN mode, the ranging function is disabled, the output is 
set to a preset constant value as a NAVDOWN indicator, and the 
system attempts to achieve a NAVUP, or operational status. The 
program initializes in the NAVDOWN condition and requires five 
consecutive valid 11 speed 11 tests to move into the NAVUP mode. 
(Operationally, eleven consecutive successes have been required 
in the past, but this is now considered excessive, and the value 
is being reduced to five.) In the NAVUP mode, ranges are 
processed with a double exponential smoothing algorithm. When 
t h e NA V U P co n d i t i o n i s a c h i ev e d , t h e i n i t i a 1 con d i t i o n v a 1 u e s 
needed by the smoothing algorithm are drawn from the NAVDOWN 
protocol. The previous actual data value (the fourth consecutive 
acceptable range) is used for that purpose. In the NAVUP mode, a 
counter keeps track of the number of consecutive wild points and 
consequent extrapolations. If eleven consecutive wild points are 
encountered, the extrapolation is considered excessive; the 
system returns to the NAVDOWN mode, outputs no further ranges, 
and resumes attempting to achieve NAVUP as before. 

The smoothed speed term from the double exponential 
smoothing algorithm is used, when necessary, to extrapolate 
previous ranges for the replacement of wild points which have 
failed to pass the 11 speed 11 test. In this procedure the previous 
smoothed velocity is multiplied by the time difference between 
ranges (set equal to unity in the simulation), and this product 
is added to the previous range (regardless of whether it may also 
be an extrapolated value) to obtain an extrapolated replacement 
value for a wild point detected by the 11 speed 11 test. Note that 
the smoothed speed is not the same 11 speed 11 (raw range rate) used 
in the 11 speed 11 test. -

In a separate test with 
smoothed speed was also used to 
the basic noise distribution by 
rate. 

slightly modified logic, the 
symmetrize the 11 speed 11 test over 
removing the effect of the range 

Application to Mini-Ranger Data 

The HYOROPLOT processing protocol with a double exponential 
smoothing algorithm has been applied to Mini-Ranger data ~cquired 
in the field with the Bathymetric Swath Survey System (BS ). The 
ss 3 program 11 SMOOTH 11 (which performs off-line data editing based 
on a 11 fixed memory" algorithm) has been modified to include 
optional HYDROPLOT processing procedures. In this way, the 
a 1 go r i th ms ha v e been ev a 1 u ate d for re a 1 -w o r 1 d a no ma 1 i es • Th e 
added logic is equivalent to that implemented in the simulation 
(Figs~ 4a,b), but it is applied to both ranges. 
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RESULTS 

Data Editing and Extrapolation 

The "speed" test implemented in the HYDROPLOT processing 
protocol deals with differences between successive ranges per 
unit time. The population of first differences from a Gaussian 
range distribution with standard deviation, ~e' is known to 
exhibit a Gaussian distribution with standard deviation flae. 
The mean absolute value of a Gaussian distribution of standard 
deviation, u, can be shown by integration to be rJV2/'lr

1

• The mean 
apparent point-to-point "speed" for a constant range process 
(V=O} with Gaussian noise (per Eq. (1)) is thus (2/W}<Je =1.13CJ~ 
(for one second updates}. For a range changing at a constant 
rate, V, as in Eq. (4), the 11 speed 11 distribution is shifted away 
from zero mean, thus resulting in a mean absolute "speed~, <Isl>, 
w h i ch , f o r V > er, a pp r o a ch es the r·a n g e rate , a s seen i n Fi g • 5 • 
For V < a, the apparent mean 11 speed 11 is dominated by the 
~e dependence and is larger than V. 

Data editing in HYDROPLOT is ba~ed on a comparison of these 
apparent "speeds" against a preset threshold. If a range results 
in an apparent 11 speed 11 greater than the threshold, the range is 
excised and replaced by a value extrapolated from the previous 
range using the smoothed speed from the double exponential 
smoother. 

For a constant range process, the edit probability is equal 
in both directions (short ranqes and long ranges), as desired. 
Fo~ ranges changing at a constant rate, V, however, the 11 speed 11 

distribution is shifted away from zero mean. This leads to 
larger effective "speeds" in one direction and smaller in the 
other. The "speed" test will thus selectively edit primarily on 
the high 11 speed 11 side of the resulting distribution. With ranges 
increasing in time, for example, the larger ran~e differences 
(high "speeds") and subsequent data edits will he primarily for 
po i n t s on t h e 1 o n g r a n g e s i de o f t h e d i s t r i b u t i o n • Th e rev e r s e 
is true for decreasing ranges. 

It is easy to correct this problem by feedir.g back the 
smoothed speed, v, from the double exponential smoothing 
algorithm to the 11 speed 11 -test threshold logic, as described in 
Fig. 4b. This new procedure has been sucessfully demonstrated 
via the simulation and would be beneficial if added to existing 
HYDROPLOT code. Due to the use of the smoothed speed as an 
approximation of the true range rate, the technique is not 
effective during and immediately after a NAVDOWN condition. 

Although the use of a generalized "speed" test for data 
editing ·;s straightforward and se~mingly sensible, it has a 
serious flaw for all but large thresholds, T, [T t (V +) 4cre], as 
will now be seen. The parentheses indicate that the 11 V+ 11 can be 
removed if the threshold logic is modified per Fig. 4b. 
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Because the editing procedure based on the "speed" test 
deals only with first differences, not with the ranges 
themselves, editing decisions are based not on the location of 
the range in question relative to the overall range population, 
but rather relative to the range preceeding it. A typical result 
of this protocol is seen in Fig. 6 for a constant range 
process. Points numbered 1 through 9 are from a typical time 
series based on a Gaussian distribution. The maximum permissible 
range difference for no data edit, AR , as set by the "speed"
t e st t h re s h 0 l d ( = 3 (f e f 0 r t h i s e x am p 1 e r, i s i n d i c at e d w i th b a r s • 
Points 1 through 4 fall well within the body of the 
d i s t r i b u t .i o n •. P o i n t 5 i s a n o u t 1 i e r at t h e - 3 • 5 <f e l e v e 1 ; b u t 
because 1t 1s not more than fiRm distant from the preceedin~ 
range, it is incorrectly retained. Point 6 is again a "good 
range well within the main body of the distribution. It, 
however, differs by more than ~Rm from point 5, and is hence 
considered to be an outlier and is edited out of the data set. 
Such behavior is clearly undesirable. It leads to even more 
severe problems upon replacement of the excised value by 
extrapolation. 

The extrapolation process further exacerbates the improper 
editing procedure, as continued in Fig. 6. Upon arriving at 
point 5, the smoothed speed or, in the case of a constant range 
rate, the smoothed speed residual (compared to the constant rate) 
is generally in the direction away from the mean rate. The 
extrapolated value replacing point· 6 (marked by an 11 x11 denoted 
"6'") is thus an even worse outlier than point 5. Next, point 7, 
a l so i n t he ma i n body of t he d i s t r i bu t i on , i s comp a red w i th p o i n t 
6 1

• It fails the 11 speed 11 test {by an even larger amount) and is 
edited out of the data set and replaced by point 7' according to 
the previous smoothed speed. It is clear that this process can 
get quickly out of control as the good data is edited, and the 
extrapolated data 11 walks 11 away from the correct line (8' and 
9'). Even if point 7 lies close enough to point 6 1 to be 
acceptable and hence terminates the walk, the procedure has 
magnified rather than eased the problem -- instead of no outlier 
at position #5, there are now two, #s 5 and 6 1

, in correlation 
being output to the smoother. 

With this 11 speed 11 -test approach to raw data editing, 
outliers can be ignored, and good data can be replaced with 
increasingly bad data, often until the NAVDOWN condition is 
achieved at eleven extrapolations. This frustrating situation is 
observed during HYDROPLOT operations unless the 11 speed 11 -test 
threshold is set to an arbitrary, large value. 

A typical example of this type of behavior is demonstrated 
via simulation results for a 100-peint time series, as seen in 
Fig. 7. Note that the ordinate in all such simulation outputs is 
the residual, i.e., the difference from the constant rate 
process. All illustrations are for constantly increasing 
ranges. Input data are represented by 11 0 11 s; edited inputs are 
overstruck with 11 #11 s; extrapolated points are shown as 11 x11 s; and 
the smoothed output is indicated as a solid line. The NAVDOWN 
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condition is arbitrarily denoted by setting the smoothed output 
egual to -JS, where S = <1".. When x 1 s exceed t40', they are 
plotted at the ±4CT level. ~ncillary numerics on the figures may 
be ignored. 

Because the data edits tend to be one-sided for non-zero 
range rates with the uncorrected 11 speed 11 -test logic, the wild 
excursions also tend to be one-sided, depending for direction on 
the sign of the range rate. For an increasing range process, for 
example, the extrapolations walk toward shorter ranges. Use of 
the smoothed speed in the threshold logic permits the desirable 
symmetrization of the walk direction probability. 

The performance of the edit/extrapolation procedure depends 
strongly on the 11 speed 11 test threshold. If the threshold, T, is 
set to T ~ (V +) 1.5ae' the algorithm will continually fall into 
the NAVDOWN condition, as seen in Fig. 8. If the threshold is 
set to an intermediate value f(V +) l.50'e ~ T ~ (V +) 2.5ae], 
many 11 wild 11 points are incorrect y ·edited and extrapolated, and 
the NAVDOWN rate is roughly once per 100 points far too 
frequent for successful operations. In this regime, the "walk" 
is sometimes self-terminating, as seen in Fig. 9. This is the 
worst case because the system remains NAVUP, but significant 
biases (meanders) are introduced into the results by the 
incorrectly extrapolated values which are highly correlated to 
the previous outliers they were intended to replace. 

For larger thresholds [T t (V +) 2.5aeJ, fewer edits occur, 
t he s y st em rem a i n s s u b st a n t i a 11 y NA V U P , a n d t he raw d at a i s fed 
mostly unaltered (except for gross outliers) to the smoothing 
algorithm. This has been the de facto mode of operation in the 
field when the SMOOTHED option is selected in order to maintain 
NAVUP. If Tis set large enough, i.e., T '>'" (V +) 4cre, then the 
probability of ranges from the basic noise distribution exceeding 
the threshold is vanishingly small, and the 11 speed 11 test will 
perform the desired function of editing only gross outliers. 

The smoothing coefficient, c, has a secondary effect on the 
propensity for "walking" due to its effects on the magnitude and 
transient response time of the smoothed speed. ~or a given 
change in c, either more or fewer dropouts may be incurred due to 
the opposing nature of these causal mechanisms. 

Smoothing 

For data without significant editing, the theoretical 
average smoothing ratios, a5 /ae, (Eq. (9)) have been confirmed by 
simulation, as seen in ~ig. 10 for c = 0.2. The sampled 
smoothing ratio is denoted SIGOUT/SIGIN in the lower right-hand 
corner. 

With data editing, the smoothing ratio becomes larger (i.e., 
less effective) as more points are edited, as seen 1n Fig. 11 
which presents the smoothing ratio as ~ function of the number of 
edits. It is tempting to blame this unexpected behavior on the 
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improper edit/extrapolation procedure. This is not, however, the 
case. The same behavior has been noted for a proper 
edit/extrapolation procedure using a "fixed-memory" filter which 
is based on linear least-squares regressions of fixed length. 
The real problem is correlation in the extrapolated data, and the 
fact that extrapolated values tend to be generated in small 
groups. Extrapolation amplifies short-range correlation or -- in 
another way of looking at it -- generates low frequency behavior 
which falls outside the bandwidth capabilities of the smoothing 
algorithm. 

Regardless of the explanation, the result is clear: in 
order to achieve the smoothest set of output ranges, one must not 
edit ranges from the fringes of the basic noise population, but 
only the gross outliers (T t (V +) 4ae) which are generally 
judged to be from an entirely separate population. The smoothing 
algorithm will then perform at maximum efficiency. 

If the basic noise process for Del Norte or Mini-Ranger is 
a s sum e d to ha v e a st a n d a rd d ev i at i on of 5 meters at a 1 Is econ d 
u pd a t e r a t e ( s a y , 3 met e r s i n st rum e n t a l a n d s ev e r a l mo re f o r 
vessel motions, etc.), and given that typ·ical range rates can be 
as large as 5 meters/second, then the threshold should be set at 
about 5+4x5=25 m/s = 50 knots(!) for the present code. Settings 
below this will result in degraded performance and frequent 
NAVDOWN conditions. The setting could be reduced to 40 knots if 
the 11 speed 11 -test logic were symmetrized. 

Examples of transient response are seen in Figs. 12, 13, and 
14 for c = 0.3, 0.2, and 0.1, respectively, at a range rate of 
+5 meters/second. Figure 15 repeats c = 0.2 for a higher, 
10 m/s, range rate. The simulation results can be seen to be in 
good agreement with the predictions of Fig. 2 as far as the 
duration and magnitude of the transient are concerned. Smaller 
values of c exhibit transient deviations of larger magnitude and 
require lonqer to equilibrate; larger values of V also exhibit 
1 a r g er i n i ti al d ev i at i on s • Note that the t rans i en t response i s 
evoked anew after each NAVDOWN period. 

An example of simulation results for the transient 
of the smoothed speed is seen in Fig. 16 for c = 0.2. 
good similarity to the theoretical functionality 
equivalent value of c as recalled from Fig. 3. 

Field Data 

response 
Note the 
for the 

Figure 17 presents ship tracks from a Chatham Strait 
{Alaska) survey with four examples of Mini-Ranger field data 
anomalies -- before and after application of a facsimile of the 
HYDROPLOT processing and smoothing protocol. Printed numbers are 
"record" numbers used (here) to indicate direction of motion. 
Symbols "0

11 and "q" indicate NAVDOWN conditions for the two ranges; 
symbols 11 0 11 and 11 *• indica,te NAVUP. Short spikes perpendicular to 
the track indicate instances of zero ranges. During NAVDOWN, the 
raw data is simply passed through, unmodified, for viewin~ 
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(unlike HYDROPLOT itself, where the data is replaced with all 
9 1 s). In Figs. 17a,b,c it can be seen that a variety of fliers 
of v a r i o u s ma g n i tu d es a re success f u l l y s u p res s e d • In Fi g 1 7 d , 
the lengthy excursion was corrected until NAVDOWN occurred. The 
erroneous data is then displayed until, at the end of the qlitch, 
NAVUP is reestablished. In all cases, either complete or 
substantial improvement is achieved. 

Two extreme cases are seen in Fig. 18. In Fig. lBa. the raw 
d a t a b e g i n s to d ev i a t e f r om t r a ck p r i o r t o a st r i n g of z e r o s • 
The smoothed data ext r a po 1 ates the d ev i a ti on u n ti 1 NA VD 0 W N a n d 
then returns to NAVUP after the 11 flier 11

• In Fig. 18b, the raw 
data contains both fliers and a large number of zeros. The 
output is nicely smoothed except during a brief NAVDOWN period 
during which the flier is plotted for viewing but would be 
excised from the formal output. 

Overall, the performance is seen to be quite satisfactory. 
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CONCLUSIONS 

1) When the present HYDROPLOT program is run in the SMOOTHED 
mode with the "speed"-test threshold set to a value only slightly 
g re ate r than the v es s e 1 speed , the p e r f o rm a n c e w i 11 be s ev e re 1 y 
degraded. First, the system frequently tends to go into the 
NAVDOWN mode. If the threshold is raised only high enough to 
avoid the NAVDOWN condition, ranges will be improperly edited and 
improperly extrapolated, the output will wander and contain 
short-term biases, and the double exponential smoothing algorithm 
w i 11 become v i rt u a 11 y i n effect iv e. 

Unnecessary extrapolation adds correlation to the range data 
and very rapidly causes the smoothing algorithm to be useless. 
It is imperative that edited data come only from the gross 
outlier or "flier" population, not from the fringes of the basic 
system noise distribution. ~-

If the 
editing and 
term biases 
filter will 

"speed"-test threshold is raised to about 50 knots, 
extrapolation performance will be improved, short
will not be generated, and the double exponential 
achieve its maximum effectiveness, With this 

setting, the system should be able to run successfully in the 
SMOOTHED mode under nominal conditions. If long distances or 
poor propagation degrades positioning system performance, the 
threshold would need to be set even higher. 

2) It appears that under most circumstances the value of "c", 
the double exponential smoothing constant, could be lowered from 
its present value of 0.3 to a value of 0.2. This would 
beneficially lower the theoretical smoothing ratio from 0.62 to 
0.50, but would also require 15 seconds after turns for the 
transient response to damp out. This is expected to be 
acceptable except when turns are near-shore and perpendicular to 
the beach. 

3) The present "speed 11 -test does not take the range rate into 
consideration and thus causes asymmetric editing and 
extrapolation. This can easily be remedied by replacing the 
present "speed"-test with threshold logic which includes the 
smoothed range rate, as described in Fig. 4b. 

4) The HYDROPLO~ protocol has been demonstrated to work quite 
we 1 1 on act u q_ 1 BS IM i n i - Ra n g e r f i e 1 d data w hi ch i n c 1 u d es s ev e r a l 
different types and levels of outliers. Detailed comparisons 
with "fixed-memory" filtering· for the same data sets will be 
described in a future publication. 
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RECOMMENDATIONS 

1) Under nominal conditions, the HYDROPLOT "speed"-test 
th res ho l d sh o u l d not be set be l ow about 5 0 knots for accept ab l e 
operation in the SMOOTHED mode. Larger values will be required 
for degraded signals or high seas. 

2} The dynamic response of the HYDROPLOT filter in the SMOOTHED 
mode should be evaluated in the field for a smoothing constant of 
0.2 if the resulting reduction in smoothing ratio from 62% to 50% 
is considered desirable. It may be preferable to make the value 
of "c" operator selectable within fixed bounds. 

3) The HYDROPLOT "speed"-test threshold logic could be modified 
to symmetrize the edits over the noise distribution by takin~ the 
range rate into consideration. The effect wil 1 be relatively 
sma 11 for recommended 1 a rge thresholds, but the code change is 
correspondingly simple. 
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APPENDIX 1. SIMULATION PROGRAM LISTING 

33 



10 ltHT 
20 REMUH:tUUUt tlER 2 MOD t. tU:UU:ttUttH 
21 RENtttttttttt1tttttttttttttt1tttttttttttttttttt****ttttfttt********** 
22 PEM PPOGRAM TO COMPARE SMOOTHING OF HOISY TIME SERIES BY 
23 REM (iOUE:LE E:-:F r:tHEIH I Al AN[l FI::< Er, MEMORY FIL TEl':S 
24 REMtttttttttttttttttttttttttttttttttttttttttttttttttttttttt********** 
25 REM 
26 REM LOCHTiow:. OF (•HTH ' Er• llAF'IH8LES AS FOLLOl4 ::; : 
27 REM 1040: ·: .. F.:1: 205(1: H. E: 3222: F 
28 REM RAt~[· ::.Em I Ii 1 (163 
29 REl'l 
30 REM '.11M2 Afo(I :; IHGLE E: <P Ot~EtHIAL FILTH· FOR COMPARISOt~ I~ - ·· [•OUBLE 
35 REM U1M3: H[J[• ".:,'' ~. Foi;· F'Al~ Itff'IJT HHA BEFORE ~.PEED EriIT .··EXTRAP FIL 
36 f;'EM 'J1M3: ALTEP >=LO T PGM TO PPE~. EJ;·IJE RiI '• FOR LATER STA TS 
37 REM UlMJ: COPRECT SELECTION OF PTS IN STAT CALCS 
38 REM U1M3: A[•[• ·:.iHE FrJF· ~. rnG c.:P ::.MOOTH 
40 !'EM l.l2M1: CHAt~GE !lffUT TO LINEHf;'. f;'AMP ttHHHU:tt:tttU:ttt.U:tt:UtU** 
41 REM l.121'12: FI' -'. ItnTIAL CUtH•ITIO!f:; Tei p~·ElJIOu :; Rn ::. 
42 REM ''2M?.: REM0 11E ~. It4GLE E::POt4EtHIHL 
43 REM l.J2M4: A(t[• llHF IHE:LE -:.ET F'Htff• :;EE(1 
44 REM U2M4: Afo~ SELECTABLE STHRTING PT FOR STATS 
45 REM t12M5: CHAHGE t_r 1-11 ~;JAE TO .JU'..:;T IJ :; TATS 
46 REM ll2M6: BAL AWE ~;PEE[i TEST WI TH tJ FEEDBACK 
47 REM ~2M6: AD~ # CHR IN PLOT OUER EDITED POIHTS 
100 REM ROOT PGM 
105 IIH T 
110 REM CALL TIME SERIES GEN 
120 GOSUB 1000 
150 REM CALL DOUBLE EXPONEHTIAL FILTER 
160 GOSUB 2000 
170 REM CALL PLOT FOR DOUBLE EXPONEHTIAL FILTER 
100 GOSUB 3000 
190 REM CALL STATS FOR DOUBLE EXP. FIL. 
200 GOSUB 3500 
210 RE" CALL STATS PRIHT 
220 GOSUB 4000 
230 Etffi 
1000 PEMttftttttttttttttttttlttttttttttt•ttttttlttttttttttttttt********* 
1010 PEM SUBROUTINE: TIME SERIES GEHERATOI' 
1020 REM GAUSIHH DISTPIB NCO,S) 
1025 PEN ADD TO CONSTANTLY INCREASIHG RANGE ASAT SPEED "81" M/ S 
1030 REMttttttttttttttttttttttttttttttttttttttttttttttttttltttttttt***** 
104Ct [•ATA 5,5 
1 (150 READ ::. , E: 1 
1060 DIM R<100),R3(100i,R5il00 ) 
1063 :-:=-0. 75 
10t.4 REM THE FOLLOWING LINE PRESETS THE RANDOM SEQUENCE AND MUST 
1065 REM BE CHHNGED FOR EACH DIFFEREHT SEQUENCE ~-l < X < 0~ . 
1066 I =f;:tm co 
1070 FOR I=l TO 100 
1080 R1=0 
1085 R3(I >=Ct 
1090 FOR J=l TO 12 
1100 Rl=Rl+RND(2l 
1110 t~E~<T J 
1120 RCl)=(Rl-6)tS 
1125 RS(l)=R(I) 
1127 RCl)=RCJ)+BltI 
1130 t~EXT I 
1140 RETURt~ 
1150 REMtttttttt*ttttttttttttttttttttttttttttttttttttltttttttttttttttttt 
2000 REMttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttltl* 
2010 REM SUBROUTIHE: SMOOTH R<I) W1 DOUBLE EXPOHEHTIAL FILTER AHD 
2020 REM OUTPUT f'2CI) 
2030 REM FILTER PARAM "A" IS "ALPHA" 
2040 REM*tltttttttttrttttttttt*tttttttttttttttttttttttttttt t************ 
2045 PAGE 
2050 DATA 0.2,13 
2060 READ A,E 
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2070 DIM R2(100),S1(2),$2(2) 
2080 8=1-A 
2085 E1=0 
2090 U8=0 
2100 119=0 
2110 K=O 
2120 U=O 
2130 (i=O 
2140 U1=0 
2170 FOR 1=2 TO 100 
2180 IF Ul=l THEN 2290 
2185 PEM GET t~Hl..I UP 
2190 IF ABS<P <I'-P<!-l )' )E THEN 2230 
2200 U=U+l 
2210 IF U=5 THEN 2260 
2220 REM USE LAST ACCEPTABLE PREVIOUS DATA FOR IHITIALIZATIOH 
2224 ~;t ( 1 ;•=R< I .:• 
2225 S2 ( 1) =I': (I) 
2226 GO TCI' 2240 
2230 U=O 
2235 E1=E1+1 
2240 R2<I>=-3tS+ItB1 
2250 GO TO 2470 
2260 Ul=1 
2270 PRIHT "HAUUP I=tt;I 
2275 l.J=0 
2280 GO TO 2180 
2290 IF Rd>= >Rn-n+u THEN 2293 
2291 IF RCl)-R(l-l><U-E THEN 2300 
2292 GO TO 2357 
2293 IF RCI)-R(!-l) >E+U THEH 2300 
2294 GO TO 2357 
2295 REM PROCESS AHD TAKE HAU DOWH AS HEC 
2300 D=D+l 
2305 E1=E1+1 
i3t0 IF D<11 THEN 2350 
Z320 U1=0 
2325 r•=O 
2326 Et=El-1 
2330 PRINT "NAllDOWN I=";I 
2340 GO TO 2180 
2350 P( l)=R<l-l)+U 
2352 i;·J<. I >=1 
2355 REM PERFORM SMOOTHING 
2356 GO TO 2360 
2357 D=O 
2360 S 1<2 >=AtR(l)+BtS1~1 ) 
2370 S2'2j=AtS1<2>+BtS2~ 1) 
2380 R2~I'=2tS1(2)-S2<2) 
2390 lt=Hti~;t(2)-$2(2)) /8 
24(l0 Shl>=S1<:2) 
2410 ~.2q )=S2(2) 
2420 1<=1(+1 
2425 REM COMPARE SPEEGS 
2430 Ul=R(I)-R(I-1' 
2432 L1=ABS<U/ U1) 
2433 L2=ABS(U1) / S 
2450 l .18=lJ8+L 1 
2460 ll9=lJ9+L2 
2462 L1=IHT(L1t100) / 100 
2463 L2=INT(L2t100) / 100 
2465 U7=1HT(Ut100) / 100 
2466 t.11 = ItH <:t.J U 100;. .- 100 
2467 REM PRitH "S=":S;" lJ=";U?;" lJl=";tJl;" ll)/t.Jll=";Lt;• llHl/S=";L2 
2470 HEXT I . . 
2475 IF K<>0 THEN 2480 
2476 PRIHT "NAU DID HOT COME UPtt 
2477 1=100 
2478 GO TO 2530 
2480 V8=lJ8/K 
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~490 V9:slJ9/ K 
~00 PRINT 
2520 REM R2 ( 1) COHTAIHS DOUBLE EXP SMOOTHED RANGES 
2530 RETLIRti 
2540 REMtttttttttttttttttttttttttttttttttttttttttttttllttttttttttttt**** 
3000 REMttttttttttttttttttttttttttttttttttttttttttttttttttttttttttt***** 
3010 REH SUBROUTINE: EXP FIL PLOT 
3020 REM 
3030 REMtttttt*tttttttttttttttttttttttttttttttttttttttttttttttttttttt*** 
3036 PAGE 
3040 WIHDOW 0.100.-4.5tS.4.5tS 
3050 UIEWPOPT . 5.1~5,5,95 
3060 AXIS 20.S.~.-4i S 
3070 AXIS 20~S.1~0.4tS 
3073 MOUE -4~-4.05i S 
3074 PRINT ".:..4S" 
3075 MOUE -3.-0.0StS 
3076 PRINT "0" 
3077 MOUE -3.3.95tS 
3078 PRitH 11 4S 11 

3080 MOl.!E 0. 0 
3090 DRAW 1e0.e 
30~2 FOR 1=1 TO 100 
3093 MOUE I.R5<1 ) 
3094 PRINT ;'o" 
3095 IF R3CI> <> 1 THEN 3099 
3096 MOUE I,R5(1 ) 
3097 PRIIH "I" 
3099 HEXT I 
3100 FOR I=l TO 100 
3110 IF ABS<RCJ)-Jt81 )< 4tS THEH 3130 
3115 MOUE J,SGHCRCJ)-ltB1)t4tS 
3120 GO TO 3135 
3130 MOUE J,R(ll-ltBl 
3135 IF R3Ct)=1 THEN 3146 
3140 PRINT 11

0
11 

3i45 GO TO 3150 
3'146 PRIIH "x" 
3150 t~O: T I 
3160 MOUE 0.-3:tS 
3170 FOR I=~ TO 100 
3180 DRAW I.R2 ( J ) -lt81 
3199 HEXT I 
3200 MOUE 6.-3.3tS 
3210 P~: rnT ;, NAUC•OWt~ L EllE L" 
3222 DATA 25 
3223 PEA[> F 
3265 M1)llE 1. 3. 951':; 
3266 PF: I IH ;, J RE ::; I [ilJAL II 

3267 MOUE 90.3.95tS 
3268 PR ItH II JlJ2Mf. ti 

3270 MOUE 80.3.95tS 
3275 PRIHT "JJSEE~= " ; ~ 
3276 RETURli 
3280 REM*ttt:ttttttttttrtt t tttttttttttttttttttt:tttttt:tt:tttttttttttttttt*t 
3500 REMt11tttttttttttt1ttttt1tttttttttttl:ttt:ttttltltlllttttttttltttttt* 
3510 REM SUBROUTINE: E ~ P FIL STAT S 
3520 REMtttt:tttttttt:tttttttttttttt:ttttt:ttttttttttttttttttttttttttttttttt 
3525 I( 1 =0 
3530 K2=0 
3540 FOR I=F TO 100 
3550 IF R2 ( 1) -lt81=-3tS THEH 3580 
3560 ~~ 1=t::1+1 
3570 K2=K2+R(J ) -lt81 
3590 HEXT I 
3590 A1=K2 / Kl 
3595 REM MEAH R(I) RESIDUAL 
3600 1<2=0 
3610 FOR I=F TO 100 
3620 IF R2Cl)-ltB1=-3tS THEH 3640 
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3630 K2=K2+(R<J)-ltB1-A1)f2 
3640 l~E~<T I 
3650 f2=K2 .' iKJ-1) 
3660 ~.]= ·:.G1 P•:K2'• 
3665 REM SIGMA R(I ) RESIDUAL 
367~ H =O 
368(1 l'. 2=~1 
3690 FOP I=F TO 100 
3700 IF R2'1)-lt81=-3tS THEN 3730 
3710 t: 1=U+1 
3720 K2=~2+R2 ( 1 ' -ltB1 
373(1 NE:<T I 
374£1 H2=t: 2 ' l•.1 
3745 REM MEHN R2(I) RESIDUHL 
37:.0 l '. 2=0 
3760 FOR I=F TO 100 
3770 IF R2'l)-ltB1=-JtS THEN 3790 
3780 ~2=~2+<R2(ll-ItBt-A2 ) t2 

3790 l~E:n I 
3800 ~2=K2 • 1K1-1 ) 

3 810 s 4 = ~. 0 ~: 1: ~ 2) 
3815 REM SIGMA R2(1) RESIDU~L 
3020 U2=1:1 
3830 RE TURI~ 
3840 REMtlttttlttttttttf*ltttttt•tttttttttlttttttttttttttttlttttt******* 
4000 REM*****ttttttttttttttttttttttttttttttttttttttttttttttttttttttttttt 
4010 REM SUBROUTINE: PRINT OUTPUTS 
4020 REM 
4030 REM•ttttttttttttttttttttttttttttttttttttttttttttttttttt************ 
4040 MOUE t,4. ltS 
4050 PRINT "S=":S:" Bl=":Bt:" E=";E;" A=";A;" El=";El;" U2=" ;U2 
4052 U8=1HT<USti0~) / lOO . 
4053 ~J9=INT<ll9*100)d00 
4055 MOUE 52.4.l*S 
4056 PRitH "MEAt~ ll.J.-· lJ11=";l113;" MEAH ltJtl/S=";l.J9 
4069 MOUE 0,-4.3tS 
4062 A1=IHT<Att100)/l00 
~063 A2•1HTCA21100 )/ l00 
4064 SJ=IHT(S3t100 )/ l00 
4065 S4=IHT(S4t100) / l00 
40;0 PRINT "J","ED HEAH/ SIG=";A1;"/";S3;";DOUB SM H/ S=";A2:"/ ";S4 ; ";" 
4071 MOUE 74,-4.3tS 
4073 L3=S4 ... 'S3 
4074 L3=IHT(L3t100) / l00 
4075 PRINT "JSIGOUT/S IGIN=";LJ 
4076 MOUE 74,-4.J*S 
4077 PRIHT "JJF=";F 
4080 RETURt~ 
4090 REMttt•tttt*ttttttttttttttttttttttttttttttttttttttttttttttttttttttt 
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