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EVALUATION OF HYDROPLOT POSITION FILTERING PROCEDURE

Gary C. Guenther

NOAA / National Ocean Service
Rockville, Maryland 20852

ABSTRACT. Performance of position editing,
extrapolation, and smoothing procedures for

the SMOOTHED mode of HYDROPLOT real-time
software has been evaluated theoretically,
for simulated ranges, and with field data.
Results indicate that satisfactory operation
can be obtained if the "speed"-test threshold
is set to about 50 knots or greater. Two
minor modifications are recommended.

INTRODUCTION

Background

The acceptance of super high frequency (SHF) positioning
systems by the National Ocean Service (NOS), namely the Motorola
MRS III Mini-Ranger and Del Norte Trisponder, as hydrographic
sensors has resulted in a need to implement real-time range
filtering %1gorithms in both the HYDROPLOT and Bathymetric Swath
Survey (BSY) hydrographic data acquisition systems. HYDROPLOT
uses a procedure involving a doublg exponential smoother as
described 1in Brown (1963), while BS” uses a so-called "fixed
memory" technique recommended in Casey (1982). It was requested
that the performance of these protocols be examined via computer
simulation to determine whether they are suitable for meeting NOS
requirements.

Procedure

The first step was analysis of the performance of the
existing HYDROPLOT algorithm on simulation and field data.
Results of this analysis are described in this report along with
recommendations for improving per'formance.3 Follow-on goals will
be to examine the performance of the BSY fixed memory filter,
compare double exponential and fixed memory results, consider
other potential alternatives, and recommend an optimum approach.

A Monte Carlo simulation of a single range chanrel has been
created in BASIC on a Tektronix 4051 computer. Numerous runs
have been conducted for cases with zero and with selected
constant rates of change in the range. Performance was evaluated
via computer generated plots of the resulting time series and



statistical _ measures derived therefrom. Additionally, an
existing BS3 program has been modified to permit the application
of HYDROPLOT algorithms to Mini-Ranger field data.

Terminology

For the purposes of this document, "smoothing" will be used
to describe the application of an algorithm to a given set of
ranges in order to reduce the effect of noise, i.e., the standard
deviation about the mean trend. The process of excluding wild
data points prior to smoothing will be called "editing". The
process of replacing wild data points with forecast or predicted
values will be termed "extrapolation". The net result of all
these procedures will be called "filtering". This terminology is
arbitrary and ad hoc and is not intended to conform to any
literature standards.,

THEORY

Exponential Smoothing

Assume, for the moment, that a set of ranges is derived from
a stationary process, i.e., the mean range is a constant in
time. The ranges can be represented as

Ri = R + &5 (1)

where: Ry is the observed range,
R is the actual range, and
e; is the ith measurement error from
a zero-mean, random distribution
with standard deviation Og.

As demonstrated in Brown (1963), the standard deviation of the
observed ranges can be reduced by application of the following
algorithm:

Sij = ¢ Ry + (l-c) Sj_q, (2)

where: S; is the "smoothed" range,

Sj_1 is the previous smoothed range, and
c 1s a constant over 0 < ¢c < 1.

It can be shown that for iteration of this recursion on a set of
ranges, the effective weights applied to the earlier raw data
values decay, in the continuous limit, exponentially: hence the
term "exponential" smoothing. For the discrete case of interest,
the weights are c (1-c)k for the (i-k)th range (the kM range
Prior to the current (ith) value), and are thus, more correctly,
‘geometric" in nature. In more modern digital filter
terminology, this is known as a "first-order autoregressive" low-
pass filter. '



The standard deviation of the smoothed ranges, o5, is _Tless
than o, by a factor which depends on the value of c. "For large
values of ¢ , the weights decay rapidiy, the smoothed values are
quantitatively similar to the raw values, and the reduction in
standard deviation is slight. For small values of ¢, the weights
decay slowly, the smoothed values owe more to the history of the
time series, and a greater reduction in standard deviation is
achieved. The actual average standard deviation reduction or
"smoothing ratio" for random data is

0s/0e = [c /(2-c)fﬁ , (3)

as seen in Fig. 1. The drawback with small values of ¢ is that
when the input process changes, the smoothec response is
correspondingly slower to react due to its increased emphasis on
historical data,

It is important to note here that for correlated (non-
random) data, the smoothing ratio, for a given value of ¢, is
significantly larger; i.e., the smoothing is much less effective
(Brown 1963). Extrapolaion procedures which replace edited
ranges with estimated values add, by their very nature, a degree
of correlation. It will be shown in later sections that this can
cause the smoothed output to meander.

If the wunderlying process is not stationary but rather
varying at a constant rate, the "single" exponential smoother
cannot adapt and will equilibrate to a constant bias with a
magnitude proportional to the range rate of change. This
situation can be remedied by applying the formal recursion to the
smoothed data a second time, as will now be seen.

Double Exponential Smoothing
Let the range process -vary at a constant rate: then
Ri = Ry + V' + e (4)

where: R 'is the initial range, and
" V is the range rate of change.

If the exponential smoothing recursion is applied to this set

twice, one has a "double exponential" or ‘"second-order
autoregressive" low-pass filter:

51, = ¢ Ry + (1-¢)S; 47 » and (5)

Sg,i = ¢ Sp1,i*+ (1-€)Sp,4. - (6)
Much as Eq.(5) yields ‘a biased result, Eq.(6) yields a doubly
biased -result., It is easy to show, therefore, that the smoothed
range

Si = 2514 - S2,i (7)



is an wunbiased smoothed range; i.e., <Si> = <R;> after the
initial transient damps out. It can also be shown that

Vi =c (S5 - Sp,i)/(1-c) (8)

is a smoothed range rate-of-change or speed. This speed is used
for extrapolation in the wild point replacement procedure (to be
described in the next section).

The two most important but competing performance factors are
the smoothing ratio and the transient response time. These will
now be described in detail.

For a random input distribution, the average smoothing ratio
for the smoothed range estimate from a double exponential
algorithm is

og/0s = [c (1+4b+5b2)/(1+b)?‘]1/2 ; (9)

where b = (1-c). This is plotted in Fig. 1 in comparison with
the value for single exponential smoothing. For a given value of
¢, the maximum theoretical smoothing ratio of a double
exponential algorithm is larger than that of a single
exponential; i.e., the double exponential smoothing is not as
effective, and the residual noise is greater. This can be
understood on the basis that the second pass operates on
partially correlated data produced by the first pass.

Note that if ¢=0.3, as in HYDROPLOT, the standard deviation
of the smoothed output for a single exponential algorithm is 42%
of the input, while it 1is 624 for a double exponential.
Furthermore, it can be shown that this performance ratio between
the two algorithms is nearly independent of ¢ and thus holds in
general. At ¢ = 0.1, for example, the standard deviation
reductions are 23% and 36%, respectively.

The response of the smoothing algorithm to changing range
rates 1is characterized by the ramp response function. For an
underlying range process as represented in Eq.(4), it can be
shown that the ramp response function for the unbiased range
estimate, S;, is

r(t) = vt(1 - bt*l) (10)

for the discrete case, where t+l1 is the time of the (i+1)St range
measurement. Several such functions are shown in Fig. 2 (plotted
as continuous functions for clarity) for a range of c values.
The magnitude of the deviation of sthe response from the input
ramp during the startup transient is seen to 1increase as ¢
decreases. Note that these functions are scaled to the range
rate, V, and are valid for all V. The magnitude of the deviation
from the input ramp is thus also proportional to V. For large c,
the transient 1is seen to be short and of small relative
magnitude; for small ¢, the reverse is true. The smaller the



value of c, the greater the number of input ranges required to
achieve bias-free equilibrium; i.e., the 1longer the startup
transient. The larger the value of c, the shorter the transient,
but the less the reduction in standard deviation.

The transient response of the smoothed speed to a speed step
function of magnitude, V, (the same ramp function for the range
as above) is

v(t) = VIl -(1+ct)btl. (11)

This expression is plotted for four selected values of ¢ in Fig.
3. The smoothed speed converges on the true range rate in a time
which depends on c. The response times are consistent with those
for the equivalent smoothed ranges of Fig. 2.

It appears that, based on Figs. 2 and 3, a value of ¢ Tless
than 0.3, say 0.2, might not be inappropriate for HYDROPLOT,
given that the response equilibrates after about 15 inputs. As
seen in Fig. 1, the smoothing ratio at c = 0.2 is 50%.

EVALUATION PROCEDURES

Computer Simulation

A generalized, modular test program has been written which
1) generates a specified temporal range functionality for 100
time intervals; 2) adds Gaussian noise with specified standard
deviation to the range values; 3) applies a selected filter
procedure to the range data; 4) plots input values, edited
values, and smoothed values as a function of time; and 5) reports
statistics on results.

The first implementations were for single and double
exponential smoothing (in a filter procedure operating according
to HYDROPLOT protocol) applied to constant ranges and to ranges
increasing (or decreasing) at a constant rate.

A flow chart of the filter algorithm used to simulate
HYDROPLOT processing is presented in Fig.4a. The current version
of the computer program is attached as Appendix 1 for those who
might be interested in details. The program is concerned only
with the "SMOOTHED" HYDROPLOT option for a single range.

The first step in the procedure 1is data editing: the
examination of the time rate of change of consecutive ranges (the
current versus the former). If this range "speed" is less than
an operator-selectable value, that fact is noted, and the current
range is considered to be valid. If not, the reverse is noted,
and the current range is considered to be a wild point and is
replaced by an extrapolation procedure (to be described
shortly). As it stands, this procedure does not provide
symmetric edits with respect to positive and negative noise



amplitudes for non-zero range rates. It can, however, be
modified to do so, as will be described in the next section.

The filter procedure has two modes: NAVUP and NAVDOWN. In
the NAVDOWN mode, the ranging function is disabled, the output is
set to a preset constant value as a NAVDOWN indicator, and the
system attempts to achieve a NAVUP, or operational status. The
program initializes in the NAVDOWN condition and requires five
consecutive valid "speed" tests to move into the NAVUP mode.
(Operationally, eleven consecutive successes have been required
in the past, but this is now considered excessive, and the value
is being reduced to five.) In the NAVUP mode, ranges are
processed with a double exponential smoothing algorithm. When
the NAVUP condition is achieved, the initial condition values
needed by the smoothing algorithm are drawn from the NAVDOWN
protocol. The previous actual data value (the fourth consecutive
acceptable range) is used for that purpose. In the NAVUP mode, a
counter keeps track of the number of consecutive wild points and
consequent extrapolations. If eleven consecutive wild points are
encountered, the extrapolation 1is considered excessive; the
system returns to the NAVDOWN mode, outputs no further ranges,
and resumes attempting to dchieve NAVUP as before.

The smoothed speed term from the double exponential
smoothing algorithm is used, when necessary, to extrapolate
previous ranges for the replacement of wild points which have
failed to pass the "speed" test. In this procedure the previous
smoothed velocity is multiplied by the time difference between
ranges (set equal to unity in the simulation), and this product
is added to the previous range (regardless of whether it may also
be an extrapolated value) to obtain an extrapolated replacement
value for a wild point detected by the "speed" test. Note that
the smoothed speed is not the same "speed" (raw range rate) used
in the "speed" test.

In a separate test with slightly modified 1logic, the
smoothed speed was also used to symmetrize the "speed" test over
the basic noise distribution by removing the effect of the range
rate.

Application to Mini-Ranger Data

The HYDROPLOT processing protocol with a double exponential
smoothing algorithm has been applied to Mini-Ranger data gcquired
in3the field with the Bathymetric Swath Survey System (BS”). The
BSY program "SMOOTH" (which performs off-line data editing based
on a "fixed memory" algorithm) has been modified to include
optional HYDROPLOT processing procedures. In this way, the
algorithms have been evaluated for real-world anomalies. The
added logic is equivalent to that implemented in the simulation
(Figs. 4a,b), but it is applied to both ranges.



RESULTS

Data Editing and Extrapolation

The "speed" test implemented in the HYDROPLOT processing
protocol deals with differences between successive ranges per
unit time. The population of first differences from a Gaussian
range distribution with standard deviation, ¢_,, is known to
exhibit a Gaussian distribution with standard deviation V?be.
The mean absolute value of a Gaussian distribution_of standard
deviation, o, can be shown by integration to be 642/ . The mean
apparent point-to-point "speed" for a constant range process
(V=0) with Gaussian noise (per Eq. (1)) is thus (2/¥/%' )6, =1.130
(for one second updates). For a range changing at a constan%
rate, V, as in Eq. (4), the "speed" distribution is shifted away
from zero mean, thus resulting in a mean absolute "speed”, <|s|>,
which, for V > 0, approaches the range rate, as seen in Fig. 5.
For V < o, the apparent mean "speed" is dominated by the
To dependence and is larger than V.

Data editing in HYDROPLOT is based on a comparison of these
apparent "speeds" against a preset threshold. If a range results
in an apparent "speed" greater than the threshold, the range is
excised and replaced by a value extrapolated from the previous
range using the smoothed speed from the double exponential
smoother.

For a constant range process, the edit probability is equal
in both directions (short ranges and long ranges), as desired.
For ranges changing at a constant rate, V, however, the "speed"
distribution is shifted away from zero mean. This leads to
larger effective "speeds" in one direction and smaller in the
other. The "speed" test will thus selectively edit primarily on
the high "speed" side of the resulting distribution. With ranges
increasing in time, for example, the larger range differences
(high "speeds") and subsequent data edits will be primarily for
points on the long range side of the distribution. The reverse
is true for decreasing ranges.

It is easy to correct this problem by feeding back the
smoothed speed, v, from the double exponential smoothing
algorithm to the "speed"-test threshold logic, as described in
Fig. 4b. This new procedure has been sucessfully demonstrated
via the simulation and would be beneficial if added to existing
HYDROPLOT code. Due to the use of the smoothed speed as an
approximation of the true range rate, the technique is not
effective during and immediately after a NAVDOWN cendition.

Although the use of a generalized "speed" test for data
editing 'is straightforward and seemingly sensible, it has a
serious flaw for all but large thresholds, T, [T > (V +) 4ae], as
will now be seen. The parentheses indicate that the "V+" can be
removed if the threshold logic is modified per Fig. 4b.



Because the editing procedure based on the "speed" test
deals only with first differences, not with the ranges
themselves, editing decisions are based not on the location of
the range in question relative to the overall range population,
but rather relative to the range preceeding it. A typical result
of this protocol is seen in Fig. 6 for a constant range
process. Points numbered 1 through 9 are from a typical time
series based on a Gaussian distribut1on. The maximum permissible
range difference for no data edit, as set by the "speed"-
test threshold (=30, for this examp]ef indicated with bars.
Points 1 through "4 fall well w1th1n the body of the
distribution. Point 5 is an outlier at the-3.50p level; but
because it is not more than AR, distant from the preceed1n9
range, it 1is incorrectly reta1ned Point 6 is again a "good
range well within the main body of the distribution. It,
however, differs by more than AR, from point 5, and is hence
considered to be an outlier and i% edited out of the data set.
Such behavior is clearly undesirable. It leads to even more
severe problems upon replacement of the excised value by
extrapolation,

The extrapolation process further exacerbates the improper
editing procedure, as continued in Fig. 6. Upon arriving at
point 5, the smoothed speed or, in the case of a constant range
rate, the smoothed speed residual (compared to the constant rate)
is generally in the direction away from the mean rate,. The
extrapolated value replacing point 6 (marked by an "x" denoted
“"6'") is thus an even worse outlier than point 5. Next, point 7,
also in the main body of the distribution, is compared with point
6'. It fails the "speed" test (by an even larger amount) and is
edited out of the data set and replaced by point 7' according to
the previous smoothed speed. It is clear that this process can
get quickly out of control as the good data is edited, and the
extrapolated data "walks" away from the correct line (8' and

9'). Even if point 7 1lies close enough to point 6' to be
acceptable and hence terminates the walk, the procedure has
magnified rather than eased the problem -- instead of no outlier

at position #5, there are now two, #s 5 and 6', in correlation
being output to the smoother.

With this "speed"-test approach to raw data editing,
outliers can be ignored, and good data can be replaced with
increasingly bad data, often until the NAVDOWN condition is
achieved at eleven extrapolations. This frustrating situation is
observed during HYDROPLOT operations unless the "speed"-test
threshold is set to an arbitrary, large value.

A typical example of this type of behavior is demonstrated
via simulation results for a 100-peint time series, as seen in
Fig. 7. Note that the ordinate in all such simulation outputs is
the residual, 1i.e., the difference from the <constant rate
process. R11  illustrations are for <constantly increasing
ranges. Input data are represented by "o"s; edited inputs are
overstruck with "#"s; extrapolated points are shown as "x"s; and
the smoothed output is indicated as a solid line. The NAVDONN




condition is arbitrarily denoted by setting the smoothed output
equal to -3S, where § = o, When x's exceed 40, they are

plotted at the 40 level, Rnci]]ary numerics on the figures may
be ignored.

Because the data edits tend to be one-sided for non-zero
range rates with the wuncorrected "speed"-test logic, the wild
excursions also tend to be one-sided, depending for direction on
the sign of the range rate. For an increasing range process, for
example, the extrapolations walk toward shorter ranges. Use of
the smoothed speed in the threshold logic permits the desirable
symmetrization of the walk direction probability.

The performance of the edit/extrapolation procedure depends
strongly on the "speed" test threshold. If the threshold, T, is
set to T % (V +) 1.50,, the algorithm will continually fall into
the NAVDOWN condition, as seen in Fig. 8. If the threshold is
set to an intermediate value E(V +) 1.50, X T K (V #) 2.50,1s
many "wild" points are incorrectly 'edited and extrapolated, and
the NAVDOWN rate 1is roughly once per 100 points -- far too
frequent for successful operations. In this regime, the "walk"
is sometimes self-terminating, as seen in Fig. 9. This is the
worst case because the system remains NAVUP, but significant
biases (meanders) are introduced into the results by the
incorrectly extrapolated values which are highly correlated to
the previous outliers they were intended to replace.

For larger thresholds [T ¥ (V +) 2.50,], fewer edits occur,
the system remains substantially NAVUP, and the raw data is fed
mostly wunaltered (except for gross outliers) to the smoothing
algorithm, This has been the de facto mode of operation in the
field when the SMOOTHED option is selected in order to maintain
NAVUP, ~If T is set large enough, i.e., T ¥ (V +) 40e, then the
probability of ranges from the basic noise distribution exceeding
the threshold is vanishingly small, and the "speed" test will
perform the desired function of editing only gross outliers.

The smoothing coefficient, c, has a secondary effect on the
propensity for "walking" due to its effects on the magnitude and
transient response time of the smoothed speed. *or a given
change in ¢, either more or fewer dropouts may be incurred due to
the opposing nature of these causal mechanisms.

Smoothing

For data without significant wediting, the theoretical
average smoothing ratios, 0./0,, (Eq. (9)) have been confirmed by
simulation, as seen in 19g. 0 for = 0.2, The sampled
smoothing ratio is denoted SIGOUT/SIGIN in the lower right-hand
corner.

With data editing, the smoothing ratio becomes larger (i.e.,
less effective) as more points are edited, as seen 1n Fig. 11
which presents the smoothing ratio as a function of the number of
edits, It is tempting to blame this unexpected behavior on the



improper edit/extrapolation procedure. This is not, however, the
case. The same behavior has been noted for a proper
edit/extrapolation procedure using a "fixed-memory" filter which
is based on linear least-squares regressions of fixed 1length.
The real problem is correlation in the extrapolated data, and the
fact that extrapolated values tend to be generated in small
groups. Extrapolation amplifies short-range correlation or -- in
another way of looking at it -- generates low frequency behavior
which falls outside the bandwidth capabilities of the smoothing
algorithm,

Regardless of the explanation, the result is clear: in
order to achieve the smoothest set of output ranges, one must not
edit ranges from the fringes of the basic noise population, but
only the gross outliers (T » (V +) 46e) which are generally
judged to be from an entirely separate population. The smoothing
algorithm will then perform at maximum efficiency.

If the basic noise process for Del Norte or MiniRanger is
assumed to have a standard deviation of 5 meters at a 1/second
update rate (say, 3 meters instrumental and several more for
vessel motions, etc.), and given that typical range rates can be
as large as 5 meters/second, then the threshold should be set at
about 5+4x5=25 m/s = 50 knots(!) for the present code. Settings
below this will result in degraded performance and frequent
NAVDOWN conditions. The setting could be reduced to 40 knots if
the "speed"-test logic were symmetrized.

Examples of transient response are seen in Figs. 12, 13, and
14 for ¢ = 0.3, 0.2, and 0.1, respectively, at a range rate of
+5 meters/second. Figure 15 repeats ¢ = 0.2 for a higher,
10 m/s, range rate. The simulation results can be seen to be in
good agreement with the predictions of Fig. 2 as far as the
duration and magnitude of the transient are concerned. Smaller
values of c exhibit transient deviations of larger magnitude and
require longer to equilibrate; larger values of V also exhibit
larger initial deviations. Note that the transient response is
evoked anew after each NAVDOWN period.

An example of simulation results for the transient response
of the smoothed speed is seen in Fig. 16 for ¢ = 0.2. Note the
good similarity to the theoretical functionality for the
equivalent value of ¢ as recalled from Fig. 3.

Field Data

Figure 17 presents ship tracks from a Chatham Strait
(Alaska) survey with four examples of Mini-Ranger field data
anomalies -- before and after application of a facsimile of the
HYDROPLOT processing and smoothing protocol. Printed numbers are
"record" numbers used (here) to indicate direction of motion.
Symbols "o" and "<¢" indicate NAVDOWN conditions for the two ranges;
symbols "0" and”"»" indicate NAVUP. Short spikes perpendicular to
the track indicate instances of zero ranges. During NAVDOWN, the
raw data is simply passed through, unmodified, for viewing

10



(unlike HYDROPLOT itself, where the data is replaced with all
9's). In Figs. 17a,b,c it can be seen that a variety of fliers
of various magnitudes are successfully supressed. In Fig 17d,
the lengthy excursion was corrected until NAVDOWN occurred. The
erroneous data is then displayed until, at the end of the glitch,
NAVUP is reestablished. In all cases, either complete or
substantial improvement is achieved.

Two extreme cases are seen in Fig. 18, In Fig. 18a, the raw
data begins to deviate from track prior to a string of zeros.
The smoothed data extrapolates the deviation until NAVDOWN and
then returns to NAVUP after the "flier". In Fig. 18b, the raw
data contains both fliers and a large number of zeros. The
output is nicely smoothed except during a brief NAVDOWN period --
during which the flier is plotted for viewing but would be
excised from the formal output.

Overall, the performance is seen to be quite satisfactory.

11



CONCLUSIONS

1) When the present HYDROPLOT program is run in the SMOOTHED
mode with the "speed"-test threshold set to a value only slightly
greater than the vessel speed, the performance will be severely
degraded. First, the system frequently tends to go into the
NAVDOWN mode. If the threshold is raised only high enough to
avoid the NAVDOWN condition, ranges will be improperly edited and
improperly extrapolated, the output will wander and contain
short-term biases, and the double exponential smoothing algorithm
will become virtually ineffective.

Unnecessary extrapolation adds correlation to the range data
and very rapidly causes the smoothing algorithm to be useless.
It is imperative that edited data come only from the gross
outlier or "flier" population, not from the fringes of the basic
system noise distribution.

If the "speed"-test threshold is raised to about 50 knots,
editing and extrapolation performance will be improved, short-
term biases will not be generated, and the double exponential
filter will achieve its maximum effectiveness, With this
setting, the system should be able to run successfully in the
SMOOTHED mode under nominal conditions. If long distances or
poor propagation degrades positioning system performance, the
threshold would need to be set even higher.

2) It appears that under most circumstances the value of "c",
the double exponential smoothing constant, could be lowered from
its present value of 0.3 to a value of 0.2. This would
beneficially lower the theoretical smoothing ratio from 0.62 to
0.50, but would also require 15 seconds after turns for the
transient response to damp out. This is expected to be
acceptable except when turns are near-shore and perpendicular to
the beach.

3) The present "speed"-test does not take the range rate into
consideration and thus causes asymmetric editing and
extrapolation. This can easily be remedied by replacing the

present "speed"-test with threshold 1logic which includes the
smoothed range rate, as described in Fig. 4b.

4) The HYDROPLOB protocol has been demonstrated to work quite
well on actual BSY/Mini-Ranger field data which includes several
different types and 1levels of outliers. Detailed comparisons
with "fixed-memory" filtering for the same data sets will be
described in a future publication.
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RECOMMENDATIONS

1) Under nominal conditions, the HYDROPLOT ‘“speed"-test
threshold should not be set below about 50 knots for acceptable
operation in the SMOOTHED mode. Larger values will be required
for degraded signals or high seas.

2) The dynamic response of the HYDROPLOT filter in the SMOOTHED
mode should be evaluated in the field for a smoothing constant of
0.2 if the resulting reduction in smoothing ratio from 62% to 50%
is considered desirable. It may be preferable to make the value
of "c" operator selectable within fixed bounds.

3)  The HYDROPLOT "speed"-test threshold logic could be modified
to symmetrize the edits over the noise distribution by taking the
range rate 1into consideration. The effect will be relatively
small for recommended large thresholds, but the code change 1is
correspondingly simple.
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APPENDIX 1. SIMULATION PROGRAM LISTING
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[ S VEEXY (N1 Y
W=D D

2 IO
na

r
o

INFANEN Y] (YN (VR VY IX
E R SN R m AN (R RN Yot

INIT

REMERXEXRXXIXEY UER 2 MOD ¢ X¥Xxevyeisdivsyy

[{UGESEESREES RS RRRRRERSESEREESRESDREI SR EERESER2C P20 282220220002 020022)
FEM PROGRAM T COMFHRE SHMOOTHING OF NOISY TIME SERIES BY

REM DOUBLE E-FUHENTIAL AND FIWED MEMORY FILTERS
ggnt*t***tt*ttstf&tt**i#ttt**t*ttit*t**tt!**lttt*tt*tttttttt***ttt*tt
REM LOCATIONS OF [HTe ED UnFIMBLES AS FOLLOWS:

REM 1adg: . RIS 2RS40 K. Ed L2 F

REM PEHD SEEC TN 13e3

REM

REM M2 A00 SINGLE EXFONENTIWL FILTEF FOR COMPARISON W [OUBLE

REM ULIHMZD Wbl "o S FOR PFRW INFUT [ATw BEFORE SFEED EDIT EXTRAP FIL
REM D112 ALTEF FLOT PGH T FPEZERVE RoIl FORP LATER STWTS

27 REM UIM3: COFREUT SELECTION OF FTS IH STWT CALLS

38 REM UIM3: A0D TWTT FOF SIHG EXFP SMOOTH

48 REM UZM1: CHANGE INFUT TO LINEHR FAHP F4FE¥E¥daxdsvesrrss b inessztss
41 REM UZM2D FIW INITIaL CONDITIONS TO PREUTIOUS RCID

42 REM V2ZM3IT RPEMOVE SINGLE ENFONENTIWL

42 REM UZM4: HOD UnFIWELE SET Fable SEED

44 REM U2M4: nl0 SELECTAELE STHRTING PT FOR STATS

45 REM U2MS: CHANGE U=t STARTS TO JUST U STATS

46 REM UZMo: ERLHNCE SFEED TEST WITH Y FEEDBACK

47 REM UZMe: ADL # CHR TN PLOT QUER ECGITED POINTS

L T e e e el e o
Ottt = =~ O H OO ORI D
OUNE NI = SOOI IT O T T Ty Lo Iy =
OO JINeOOIEIC ML WIS RNOQ

REM ROUT PGH

INIT

REM CHLL TIME <SERIES GEN

GosuB 1vvv

REM CALL DQUEBLE EXPONENTIAL FILTER

GOSUB 2088

REM CALL PLOT FOR DOUBLE EXPONENTIAL FILTER
GOSUB 3000

REM CALL STATS FOR DOUBLE EXP. FIL.

GosuB 3509

REM CHALL STATS PRINT
GOSUB 4981
END

(AR RS EREERR SR SRR RRES L2040 2 2028220330033 0 2008003300380 08 29

FEM SUBROUTINE: TIME SERIES SENERKHTOR

RENM GRUSTAN DISTFIE N(O 52

FEM &00 TU CONSTHNTLY INCREASING RANGE ASAT SFEED "B1" M-S

MIAIEERRES SR AR S EESRAARE SR EASS SR EASERS SRS 202022 ERE22008¢00088¢1

AT S.9

FERD S.E1L

DIM RC1@AYRICIBD kS0 1AD

w=-0.75

REM THE FOLLOWING LINE FRESETS THE FRaNDOM SEDUENCE aND MUST

FEN EE CHHNGED FOR ENCH DIFFERENT SEQUENCE «-1<<<93.

I=RND s

FOR I=1 TO 109

R1=0

R3CI =0

FOR J=1 TO 12

R1=R14RNDCZ)

NEXT J

R{I)=(R1-E3¥S

RSCII=R{I

R{I»=R{I+B1¥]

NEXT 1

RETURN

(HALES22 2222550802233 220802 3228023020800 000 8003000000008 00204
(A REERRRR RS R RSS2SR SRR RRRRRRR 2000020280000 00 00208804
REM SUBROUTINE: SHOOTH R{I>» W/ DOUBLE EXPOMENTIAL FILTEF aND

REM QUTPUT R2¢ I3

REM FILTER PARAM "A" IS "ALPHA"
SEEéI#X!*****tt!*tt**tt*tt*tt***#**ttxttttttttt*xttxt**t*tttt*tt!!t
]

DATA 0.2,13

READ AGE
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243’
2450
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[43]
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no

(74

[AV]

o
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1}
il

D=0

Ui=n

FOR 1=2 TO 144

IF Ut=1 THEH Zz%S@

PEM SET Hmil UF

IF BESCP« I «-F¢I-120:E THEN 22326
U=U+t

IF U=%5 THEH 2Zep

PEH UCE LAST RCCEPTRELE PREVIOUS DATA FOR IHITIALIZATIIN

=R
‘F | @)
2248

- N -
T = — [T —4-——.-0
C e C;l-
i+
v § o
4o ()
_1“
(¥ g]
+
—
R
o
p—

T "NRUUF I="3%l

=}
SRy g ¥
[
e G
WJC'

=3 ~

CI-104U THEH 22932
(I -1 U-E THEN 2308
02

IF R(I¥-RuI-13>E+U THEHN 239
G0 TO 2357

—~—

——

OO N e Olors I O~
—

O I T OC CIDMC 00T

—~B0D—
'.PJ
f.ﬂﬂ

REH PROCESS AND TRKE HNAU DOWH RS HEC

ERINT "MAUDOMN 1=";1
GO TO Z18@
PoLv=ROT-1 04U

> ORI =1

FEM FPERFORN SMOOTHING

GO TO 23cd

D=0
SIC2h=RERCI+E¥SLI O
S e=AESTC20HEY L 1
R2VIN=24510C20 5202
U= cS102r~-52029 0B
Siola=S1¢20
S2vli=82c2n

b =K+1

REM COMPARE SPEEDS
Ul=ReTar~Rol-10
L1=Q/BS (U~ Ulu
Le=nBScuUls -

UsS=ug+L1

Ua=t9+L 2
L1=INTCL1¥1885 10D
L2=INT{L2%1088 194
UP=TNTCUY188 100
U1=INTCU1%198- 19D
REIM PRINT “E=‘;S-" Us"gues"  Ul="3uLg"
HEXT I

IF K<»@ THEN 24839

PRINT "NAU [ID HOT COME upP"
I=1d0

GO TO 2538

U8=UB8-K
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490 U9=Y9-K
S00 PRINT
25&0 REM RZ2: 1> CONHTAINS DOUBLE EXF SMOOTHED RANGES
2530 RETURN
2549 REMENEFIE iy i e R R R R R R RN K XX
3000 REMYEIIFTFEFE ettt v vt bttt r b v ek e v ek or e X e % x
gg;g ggn SUBROUTINE: E~P FIL PLOT
ggg@ Eggétxttx**xttttt1tt#*x#xt****ttt**t*xxt***#*t*t#xttt*txxt*t**#t*xx
4.
3040 WINDOW 9,188, ~-4,.54S,4.53%
385 “IENPUPT Sl S35
3960 ANIS 20,50,
3079 AXIS ZB.%. 198,
3873 MOUE -4.-4,85%
3074 PRINT "-45"
3875 MOUE -3,-8.95%S
3076 PRINT "0“
3077 MOUE -3,3.35%%
3078 PRINT "4°
3086 MOUE B.n
38908 DRAW 194,09
3892 FOR I=1 TO twe
2093 MOUE T.RSCI>
3094 PRINT "o"
3095 IF R3ICI¥<>1 THEN 3839
3095 MOUE I+KS<I?
3097 PR[NT ngn

3100 FOR I=1 TO 1@06

IF ABSC(RCIM-I¥B1»<{4¥S THEN 3120
MOUE I,SCGNH{RCI -I%B1>¥4%S
GO 7O 3135

MOVE I R<I>»-I1%B1

IF R3¢I>=1 THEN 3148
PRINT "o"

GO TQ 3150

PRINT "™

NEXT 1

MOUE 8,-3%¥S

FOR I=2 TO 1@e

ORaM T.R2OT-14%B1
NERT 1

MOQUE €,~2.3%%

PRINT "HAUCOWH LEUEL"
DATH 25

FERD F

MOUE 1,32,35%<S

PRINT "J RESICUAL"
MOUE 99,32.954%

PRINT "JUuzpMer

MOUE 28,2, 95%¢<

3279 FRINT "JJSEED=":N
3276 RETURN

TG MiIOrm OO A LNE DD LGN - e
W~ AWIVCODOOOOTAO JOSCUNO

IO G O (G G N S S W NGO G Gl G Gl G
NI 1O R NG 1O 130 A3 1)) it pma ot b ot s gt st s g ot s bt

(N}
[A¥]
~
o

KEL AL S22 s S EE RS RERARRRRARER AR A2 S22 222000020 R R s st 2o 002
RCOE S22 SRS SR SRS AR PARANE ERRER S AR S S22 82202202222 22282220222028222229 ¢
3518 PEN SUBRQUTINE: ENF FIL STRTS

3520 PEM**********#**##Y##*1*#1*1Y**Y***#*************i*#ttt*t**it*****t
3525 K1=9

3538 K2=9

3548 FOR I=F TO 198

3550 IF R2{IY-I¥B1=-3%S THEN 3559

3568 Ki=k1+1

3570 K2=K2+R(IX-1¥B1

3580 NEXNT 1

3590 Al=K2-/Ki

3595 REM MEAN R{I» RESICUAL

3600 K2=9

3618 FOR I=F TO 108

3620 IF R2CI>-I%B1=-3%S THEH 36489
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G Gl G T G G G
R R RN
N - AL FAF AT
DCCOCCUNCD DG

[FN 7]
Qo W
—Q
QDo

3815
3829
3830
3849
4000
4010
4920
4939
4049
40508
4052
4053
4055
4036
4060
4062
4063
4064
4065
409
4871
4073
4074
4075
4876
43""’
4089
49990

K2=K2+(R{I»-1¥B1-R1>12

HEXT 1

K2=K2 vK1=-1%

C3=LlR K2

FEM SIGMA R<CI» RESIDUAL

kK 1=9

k2=v

FOP I=F TO 1849

IF RPEOIX-THE1=-2%5 THEN 37728
K1=k1+1

Ee=k2+RZ: I -14E1

NEXT I

HZ=k 2

REM ! EHN F2oly RESIDURL

b2=0

FOR I=F TO 1608

IF R2¢I~-13E1=-2%% THEH 21798
h2=b 24 R2CIY-T3BL1-R20 12

HEST 1

Ke=hZ ekl ~1>

Sd=CUR k2D

REM SIGMR RZ2CIx RESIDUAL
U2=kK1

RETUFRHN

(AR S22 SEEEREEEAS SRS SRS SRS R0 20052 0000200022002 24302030¢423¢41

NS PSSR RSPRS00 PR SRSLESR 2S00 0002005220053

EEP SUBROUTINE: PRINT QUTPLTS

EM

RSHE*****#*I#I**#I*t****t*****#*!*l****tttt*******#*#I***tt*!tlt**t

MOUE 1.4,1%S

PRINT ll\-ll-‘_.." Bl-."lBll" E—ll.E " ﬁ_"nﬁ;" El___ll;El;ll U2=H;U2

U8=THT(US¥199)- 100

U9=TINT(U3X]19803- 1080

MOUE S52.4.1%S

PRINT "HEA' ju-utI="3u8s" HEAN 1ULI,5=";U3

MOVE ©.-4.2%

Al= IHT(H!?IO
iB

"

A2=INT (A2t
S3=INT(53¥ 199

S4=INT(S4¥100) 106
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