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ABSTRACT: Numerous definitions and theories 
pertaining to cartographic generalization have 
been introduced by geographers and cartographers 
during the past century. In this paper, both 
manual and computer-assisted approaches to the 
process of linear and feature simplification 
are described and compared. Particular emphasis 
is placed on computer-assisted algorithms pertaining 
to vector data manipulation; specifically, systematic 
point elimination algorithms. In addition, several 
line smoothing algorithms are briefly discussed. 

I NTRODUCTI ON 

One major difference between manual and computer-assisted cartography is the 
treatment of cartographic elements (point, line and area features) in map 
displays. The practice of manual cartography approaches this task subjectively, 
for the cartographers' individual bias affects the way in which map 
generalization is performed. The incorporation of computer assistance into 
cartography reduces individual bias by minimizing user intervention; permitting 
the user to specify certain standard criteria only in the initial stages of the 
simplification process. 

The purpose of this paper is to present various theories, held by several 
prominent geographers and cartographers, which pertain to computer-assisted 
cartographic approeches to linear and feature simplification. In so doing, 
background material wi 1 1  be provi ded on manua 1 methods of cartographi c 
generalization, in order to establish a framework from which relatively recent 
developments in the field, specifically linear and feature simplification 
algorithms, will be discussed. 

DEFINITIONS FOR CARTOGRAPHIC GENERALIZATION 

Cartographic generalization has been discussed and analyzed by various 
geographers and cartographers since the early 1900's. In attempting to explain 
the process, each author has approached the topi c from a different vi ewpoi nt. 
Some have methodically outlined what they perceive to be the proper steps for the 
cartographer to take when generalizing from large- to small-scale maps. Others 
have admitted their inability to describe accurately what the cartographer does 
when generalizing a map. The definitions, in this section illustrate the wide 
va ri ety of vi ewpoi nts adopted by geographers and cartographers duri ng the past 
century. 
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In 1908, Eckert asserted that "generalization depends on personal and 
subjective feelings," and therefore was "part of the 'art' that enters into the 
map making process" (Traylor 1979: 6). More recently, the "Multilingual 
Dictionary of Technical Terms in Cartography" prepared by the International 
Cartographic Association (ICA) defines cartographic generalization as lithe 
selection and simplified representation of detail appropriate to the scale and/or 
purpose of the map" (Brophy 1973: 300) . Brophy (1973: 300) , however, maintains 
"generalization is an ambiguous process which lacks definite rules, guidelines or 
systematization. " Keates (1973: 23) , on the other hand, explains the outcome of 
the generalization process by describing it as "that which affects both location 
and meaning . . .  (for) as the amount of space available for showing features on the 
map decreases in scale, less locational information can be given about features, 
both individually and collectively. II Traylor (1979: 24) contributed to the ICA 
definition by stating that generalization consists of lithe selection and 
simpl ified representation of the phenomena being mapped, in order to reflect 
reality in its basic, typical aspects and characteristic peculiarities in 
accordance with the purpose, the subject matter, and the scale of the map. II In 
addition, Koeman and Van der Wei den (1970) examined another aspect of the 
generalization process by considering the amount of information at the 
cartographer's disposal and the skill of the cartographer. 

This report does not contain an exhaustive list of definitions, but it does 
indicate the prevailing attitudes of some of the most prominent theorists in 
geography and cartography. Terms such as "selection, " "simplification," "map 
purpose , "  and "subjectivity" are often used in describing the generalization 
process. These terms will be discussed later in this paper. For, as there are 
many definitions of cartographic generalization, so are there many approaches to 
the nature of its practice. 

THE PRACTICE OF MANUAL CARTOGRAPHIC GENERALIZATION 

In 1908, Eckert divided the process of manual cartographic generalization into 
three stages: 1) the quantitative stage which involved the selection of the 
number of objects to be shown, 2) the technical stage which simplified the form, 
and 3) the qualitative stage where subjective evaluation of the elements for 
inclusion was performed (McMaster 1983: 30) . 

Lundquist (1959: 47-48) develops what he calls "basic rules for generali-
zation." Under these rules the user must consider: 

o Purpose of the map 
o Reduction factor (scale factor) 
o Objective evaluation using an examination of relevant data 
o Local importance factor stressing a need for regional knowledge 
o Attempt uniformity 
o Awareness of the effects of personal prejudice 

It was not until 1978 that Robinson et al. (1978: 150) introduced, in Elements 
of Cartography, the most comprehensive and systematic discussion of generali­
zati on. In thi s di scuss i on, they defi ne cartographi c general i zati on as lithe 
modification of specific data in order to increase the effectiveness of the 
communication by counteracting the undesirable consequences of reduction. " 

Robinson 
selection. 

et al. begins by describing a "pregeneralization" step called 
In this operation, the cartographer selects the information to be 
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conveyed on the map. Robinson et ale (1978: 150) stress that selection is not a 
part of cartographic generalization because "selection is the intellectual 
process of deciding which information will be necessary to carry out the purpose 
of the map successfully. " They classify the process of generalization into the 
following categories: 1) simplification (where "the cartographer determines the 
important characteristics of the data"), 2) classification (which "describes the 
ordering or scaling and grouping of the data"), 3) symbolization (the "graphic 
coding of the scaled and/or grouped essential characteristics"), and 4) induction 
(which refers to "the application in cartography of the logical process of 
inference"). 

Robinson et ale divides the concept of cartographic generalization into four 
separate and distinct elements where, for example, simplification is viewed as 
merely one aspect of the generalization process, and selection is considered 
outside of the process. This proves to be important when analyzing various 
computer-assisted generalization algorithms, as shown later in this report. 

McMaster (1983: 10) summarizes the generalization scheme of Robinson et ale by 
stating, "linear generalization is a more comprehensive term which includes all 
facets of line manipulation: 1) simplification, 2) smoothing, and 3) possible 
feature displacement. " Other views in cartographic generalization are discussed 
in the following paragraphs. However, they are neither as structured nor as 
thorough as Robinson' s theory. 

Jenks (1981: 8) expresses simplification as "a holistic process during which 
the cartographer simultaneously examines the naturally occurring 1 ine from a 
number of different contexts. " "During one integrated acti vity poi nts or 
features to be retained are selected, unwanted details are eliminated, and the 
new version of the line is drafted. " In conclusion, Jenks (1981: 8) states "the 
quality of a simplified representation depends on an understanding of, and 
adherence to, good cartographic principles. " 

McMaster (1983: 1) claims that linear simplification is "part of the 
generalization process and is related to and dependent on scale change, (and) is 
used to solve the problem of clutter which arises with scale reduction. " He 
further states "it is necessary to redraw a less cluttered 'generalized' line by 
selecting the lines' salient information and, at the same time, by eliminating 
the superfl uous deta i1" (McMaster 1983: 1) . McMaster then descri bes three 
generalization operations: selection of important characteristics, possible 
exaggeration of characteristics, and elimination of unwanted detail. 

Pannekoek (1962: 56) views cartographic generalization as consisting of two 
processes: a selection of objects to be included on the map, and simplification 
of the shape to be given to the objects chosen for representation. "As a general 
rule, it should be said that the features that determine the essential character 
of the terrain should be stressed and nonessentials should remain subordinate to 
them or omitted altogether" (Pannekoek 1962: 56). 

Keates (1973: 24) describes the process of generalization in the following 
fashion, "the first step is to select the individual features which are to be 
retained at the smaller scale, which at the same time will continue to represent 
the general characteristics of the . . .  area. In addition, each individual feature 
has to be simplified in form by omitting minor irregularities and retaining only 
the major elements of shape. " 
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Morrison (1974: 115) introduces an interesting approach to generalization, 
within a communication theory framework, in "A Theoretical Framework for 
Cartographic Generalization with Emphasis on the Process of Symbolization. " 
Within this structure he describes the following items as important elements 
enabling communication to take place: 1) the cartographer and the map reader, 2) 
the channel of communication, or map, and 3) both cartographer's and map reader 's 
conception of the physical universe and knowledge, i. e. , sense of reality. 
Information flows through the map communication channel as follows (Morrison 
1974: 116) : 

The communication channel consists of one transformation 
of the sensory elements of the cartographer's reality to the 
physical elements on a map, and a second transformation from 
the map, consisting of the map reader's perception of the 
physical elements on a map to the sensory elements of the 
map reader's reality. 

Morrison agrees with Robinson et ale (1978) as to the nature of the major 
elements of generalization: 1) simplification, 2) classification, 3) symboliza­
tion, and 4) induction. Morrison, however, adds two types of transformation: 
1) one-to-one, and 2) onto. A function (f: A-+B) is said to be one-to-one if 
distinct elements in A have distinct elements in B, whereas a function (f: A-.B) 
is said to be onto if every bsB is the image of some aeA, (where A = the reality 
and B = the map). liThe process of simplification, therefore, becomes important 
on the overall generalization transformation . . .  (and) the cartographer must decide 
which characteristics to portray on the map and which to ignore" (Morrison 1974: 
120). The process of simplification, then, would be equivalent to a one-to-one 
transformation that was onto. Classification would be onto but not one-to-one. 
Symbolization would be one-to-one and "into, " while induction would be neither 
one-to-one nor onto. 

The major problems with manual general ization have been discussed by various 
geographers and cartographers. In 1974, Steward outlined six factors causing 
variations in manual simplification: 1) different human skills in drafting and 
checking map information, 2) nonuniformity of geographic knowledge among 
cartographers, 3) envi ronmenta 1 worki ng conditi ons, 4) urgency of production, 
5) physical (muscular) control, and 6) mental well-being (McMaster 1983: 13) . 

Jenks (1981: 1), as well, notes that problems in manual generalization arise 
because "maps are conceived by people and so are subject to the psychological, 
physiological and logical limitations of the geo-cartograhers. " In addition, 
McMaster (1983: 14) states "lack of consistency and repeatabil ity amongst hand 
drawn simplifications of the same line is the primary disadvantage of manual 
simplification. " 

Steward accurately pinpointed the problem of manual generalization when he 
announced the "need to reduce individual bias by establishing impartial, 
universally acceptable criteria for line generalization" (Marino 1978: 4). 
Although the generalization scheme of Robinson et ale (1978) aids in developing 
an understanding of the thought processes undertaken by cartographers during 
manual line generalization, it does not specify which map features should be 
generalized. This problem is further compounded when making the transition from 
traditi ona 1 or manual 1 i ne general i zati on to computer-assisted general i zati on 
algorithms. 
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In manual cartography, the cartographer selects important characteristics, 
simplifies cartographic features, eliminates unwanted detail, and carries out 
feature displacement, all in one procedure. But, in computer-assisted 
cartography, three separate algorithms are required to complete the same tasks. 
For the "science of cartography·· to progress, those tasks which are now performed 
manually must be automated. One important aspect that must be investigated when 
constructing an automated (or computer-assisted) cartographic system is the 
incorporation of an objective generalization program into the system design. By 
maintaining only critical points along a line, for example, the user reduces 
plotting time, storage, and storage costs (McMaster 1983: 19-20). 

Topfer and Pillewizer (1966: 11) provide the first quantitative basis for 
conducting cartographic generalization. In "Principles of Selection," they 
introduce the following equation labeled "the radical law: " 

where nf 
na 
Ma 
Mf 

= 

= 

= 

= 

nf = na .,J Ma/Mf (1) 

the number of objects that can be shown at the derived scale 
the number of objects shown on the source map 
scale denominator of the source map 
scale denominator of the derived map 

Equation 1 expresses the relationship between the amount of detail shown on the 
source map and the amount of detail that can be shown on the generalized map. In 
other words, when "compiling from larger to smaller scales, the number of items 
that can be shown on the sma 1 1  er scale wi 1 1  dimi ni sh accordi ng to the radi ca 1 
law" (Robinson 1978: 151). This is not an algorithm, but it does provide clues 
to cartographers on how much information could be transferred from a source map 
to a generalized map. The problem with "the radical law" is that it does not 
instruct the cartographer on which features should be retained and which should 
be eliminated. Therefore, it does not achieve the state of objectivity required 
in a computer-assisted generalization algorithm. 

Srnka (1970: 54) introduces a mathematical equation that also could be used in 
the selection of linear features: 

n(Poi) % = 

where: n( Poi) 01 = 10 

n(Po) = 

h(Po) = 

e = 

fO � = 
01 

g
oi 

= 

-f . g . 01 01 
e . n ( Po) h ( Po) 01 (2 ) 

the percentage of the original number of lines represented 
within the area Poi in the I-th derived map 

number of line elements within the reference area Po 
of the base map 

length of the linear elements within the reference area 
Po of the base map 

total level of selection 
variable degree of selection at different numbers of 

linear elements in the base map 
variable degree of selection as a function of the 

length of the linear elements per unit area of the 
base map. 
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Equation 2 "takes into account the significance and density (character 
distribution) of the generalized phenomena II (White 1983: 8). Unfortunately, 
like lithe radical law," it does not indicate which features are to be selected to 
remain on the generalized map. 

Many algorithms have been developed that conduct cartographic generalization. 
These include algorithms for linear simplification, line smoothing, and 
mathematical curve fitting. The remainder of this paper focuses on reviewing 
algorithms pertinent to the manipulation of vector data, specifically, linear 
simplification algorithms. In addition, a brief discussion of several algorithms 
pertaining to line smoothing is included. Other aspects of cartographic 
generalization, such as mathematical curve fitting routines as well as approaches 
to classification, symbolization, and induction, will be left for future study. 

FEATURE AND LINEAR SIMPLIFICATION ALGORITHMS 

liThe primary objective of most simplification algorithms is the selection of 
the major geomorphological characteristics along a line . . .  these are often called 
critical or salient points" (McMaster 1983: 4). For discussion purposes, 
simplification algorithms will be classified as applying to either feature 
simplification, or systematic point elimination. Algorithms for systematically 
el imi nating points wi 1 1  be further subdivi ded into two categories: sequential 
point elimination or global point elimination (McMaster 1983: 75) . Furthermore, 
three basic methods of conducting sequential point elimination have been 
identified: N-th point elimination, establishing a tolerance limit, and creating 
a corridor/search area. 

Feature Simplification 

Essentially, the process of feature simplification deals with determining 
which cartographic features are to be retained when moving from larger to smaller 
scales. It is often necessary to perform feature simplification when "many small 
items of the same class are present in an area" (Morrison 1975: 102). When this 
process is performed manually, states Robinson (1978: 152) , lithe determination of 
which data elements to retain can be deduced from the purpose of the map and the 
place assigned the particular data distribution in the visual hierarchy specified 
in the map design. " This determination depends on the cartographer's knowledge 
about the data being mapped and, therefore, it becomes subjective. 

In computer-assisted cartography, both Robinson and Morrison suggest that 
feature simplification should be performed by assigning relative importance 
rankings to the various data elements, after they are input to the data file. 
The following standards may be used as ranking criteria: 1) size, 2) proximity, 
or 3) a combination of both size and proximity. For example, lithe cartographer 
may specify the minimum size for retention based on the output scale and line 
width (Robinson et al. 1978: 160-161). In this way, less important features are 
suppressed to avoid clutter on the map. By establishing rank standards for all 
features, objectivity is achieved in conducting feature simplification by 
computer assistance. 

Systematic Point Elimination Algorithms 

In computer-assisted cartography, a line is seen as consisting of at least two 
(and up to a series of) individual X and Y coordinates that have been obtained 
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through the digitizing process. Linear simplification consists of eliminating a 
certain amount of the X and Y coordinates along the digitized line, while 
maintaining the essential character of the line. 

A number of algorithms have been designed to perform linear simplification. 
The two major categories are sequential point elimination and global point 
elimination. The difference between these two categories is the way they handle 
linear features. Sequential point elimination begins by looking at a small 
string of coordinate pairs. Point elimination is performed among those points, 
according to some specified criteria. The process progresses along the line, 
always working with a small string of coordinates at a time. Global point 
elimination looks at the entire line at one time and performs point elimination 
between the first and last coordinate pairs. Then, the algorithms work with 
consecutively smaller strings of coordinate pairs. Both sequential and global 
algorithms attempt to reduce the data file by eliminating redundant points. Many 
attempt to retain only those critical or salient points that characterize the 
linear feature. 

Sequential Point Elimination 

In 1966 Tobler introduced one of the first sequential point elimination 
algorithms, called the "N-th point routine. " Beginning with the first coordinate 
pair on the line, this algorithm was designed to select every N-th coordinate 
pair to be retained on the generalized line segment (Rhind 1973: 54) . The user 
specifies the value of "n. " Hence, the larger the value of Un" the greater the 
simplification. (See fig. 1. ) 

This algorithm is conceptually simple, with results produced rapidly and 
cheaply, but it has three distinct disadvantages: the starting point of the line 
influences the end result, 2) straight lines are over represented, and safeguards 
are not established to ensure that critical points will be retained (Rhind 1973: 
54) . Even though this algorithm is not as subjective as manual techniques, more 
sophisticated simplification routines are needed. 

The next category of sequential point elimination algorithms pertains to the 
concept of tolerancing, in which algorithms are designed to handle a triad of 
coordinate pairs at one time. With tolerancing routines, only coordinate pairs 
distant from the last plotted point by more than a predetermined distance are 
retained. This limit is established either through a specified line segment 
length or a particular angular distance. 

Tobler, in 1965, and Hershey, in 1963, presented algorithms designed to 
el iminate superfluous X and Y coordinates through the use of a line segment 
tolerance limit. This limit would eliminate points whose distance apart was less 
than some function of the plotted line width (Marino 1978: 6, McMaster 1983: 45) . 
Beginning with the first coordinate pair, the routines would judge whether the 
distance between it and the second point was eliminated and would then 
investigate subsequent coordinate pairs. If the point was at a distance greater 
than the width of the plotted line, that point would be retained. Unfortunately, 
these routines hold the same disadvantages as were identified in the "nil point 
routine, and so are not suitable for automated purposes. 

Lang (1969: 1) presents an algorithm which incorporates a Euclidean distance 
measure for point elimination. In this algorithm, coordinate pairs would be 
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Figure 1. Tobler' s "nth" point elimination routine. where "n" equals 4. 
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A. The line is connected from point 0 to point 5. All intermediary 
points are evaluated as to whether their distance from the line 
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exceeds the tolerance limit. 
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B. The line is redrawn to point 4 instead of point 5. The process 
is then repeated beginning with point 4. 

Figure 2. Lang's tolerancing routine. 
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filtered out. "provided more of them lay further (sic) from the line • • •  than some 
tolerancing accuracy." A tolerance limit (perpendicular line segment length) is 
first determined by the user. Next, a line is constructed connecting the first 
coordinate pair to each successive coordinate pair along the linear feature. 
Each time the line is connected to a new coordinate pair. perpendicular distances 
will be calculated from that line to all intermediary points. All intermediary 
points located at a perpendicular distance that is less than the tolerance limit 
are eliminated. However, intermediary points having a distance that exceeds the 
tolerance limit will be retained and the line is redrawn. (See fig. 2.) 

Douglas and Peucker ( 1973: 116) state that while Lang's algorithm produced 
acceptable results on relatively smooth curves, it did not "detect the best 
representative points on sharp curves." They also note that it requires too much 
computer time for on-line processing systems. Lang also identified two 
disadvantages: pen movement is extremely slow except at large tolerances, and the 
total amount of drawing time is longer at smaller scales (Lang 1969: 1). 

Jenks (1981) introduces another tolerancing algorithm based on a user­
specified parameter. First, a line segment tolerance limit is set. Then, using 
a triad of coordinate pairs, a vector is calculated from the first to the third 
coordinate pair. The perpendicular distance between the second point and the 
vector connecting points one and three is then calculated. If the perpendicular 
distance between point two and the vector is larger than the tolerance limit, 
point two will be retained, because it is essential to maintain the character of 
the line (McMaster 1983: 75). If the distance between point two and the vector 
is less than the tolerance limit. point two will be eliminated and the triad will 
be advanced forward one step along the linear feature. (See fig. 3.) 

I tolerance 
1 imit 

• 

2 

T 
I 
I 

3 
rA 

A. Point 2 is above the tolerance limit. 

2 

B. Point 2 is retained as a salient/critical point. 

Figure 3. Application of perpendicular tolerance algorithm 
as derived by Jenks. 
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McMaster (1983) describes a simplification algorithm that he obtained from 
Jenks through personal correspondence. This algorithm is based on working with a 
triad of coordinate pairs. First, a tolerance angle is established. Next, two 
vectors are constructed; the first vector connects point one with point two and 
the second vector connects point one with point three. Then, the angular change 
between the two vectors is calculated. If the calculated angle is greater than 
the tolerance angle, point two will be retained. This process is repeated, 
moving one step forward along the line. 

Jenks (1983) cites an additional algorithm which he describes as a modification 
of the angular algorithm, using two parameter checks. In this algorithm, three 
tolerances are determined by the user. The first tolerance, MINI, delimits the 
minimum allowable distance from point one to pOint two. The second tolerance, 
MIN2, determines the minimum allowable distance from point one to point three. 
Finally, the third tolerance, ANG, establishes the maximum allowable angle of 
change between the two vectors; point one-point two and point one-point three. 
(See fig. 4.) Jenks defines the modified angular algorithm (McMaster 1983: 
47-48) : 

If (1) the distance from one to two is less than MINI, or (2),  
the distance from one to three is less than MIN2, point two is 
rejected. If both are larger, the angular check is calculated 
using ANG. An angle smaller than ANG will result in the removal 
of point two. 

(Dhtlnce) 

MINI 
... -----_. IIIIN2 

L ANG 

2 
A. Distance between point 1 and point 2 is less than 

IIIINI. so eliMinate point 2. 

�--3 -­
I 

2 
B. Distance between point 1 and point 3 is less than 

MIN2. so eliMinate point 2. 

"

L
"" 3 

,,
" 

... " 1 ---
2 

A 

B 

c 

t. Distance between point 1 and point 2 is greater than MINI. 
and the dfstance between point 1 and 3 is greater than 
MIN2. Angular check s�ows that distance between vector 
1-2 and 2-3 is greater than ANG; retain point 2. 

Figure 4. Jenks MINI. MIN2. and ANG algorithm. 

10 



The third category of sequential point elimination algorithms pertains to the 
use of corridor/search areas. Basically, corridor/search areas are defined by 
either parallel line segments, rectangles, or circles which, as they are laid 
along the linear feature, eliminate points that fall within their predefined 
regions. 

In 1974, Reuman and Witkam developed a corridor/search area using a point 
elimination algorithm entitled the "segmentation method. " It is based on the use 
of two parallel lines whose distance apart is user specified. In essence, the 
two parallel lines are placed over the linear feature in "the direction of its 
initial tangent, until the end collides with the curve" (Opheim 1982: 34) . The 
poi nt where one of the para 1 1  el 1 i nes of the search area intersects with the 
linear feature is then retained as a characteristic point of the line. In 
addition, the intersection point becomes the starting point for the next search 
by laying the two parallel lines along the tangent of the remaining part of the 
linear feature. The entire process is then repeated until the end of the line is 
reached. (See fig. 5.) 

Although this algorithm is considered one of the fastest methods for 1 inear 
simplification, it does have disadvantages. First of all, Opheim (1982: 38) has 
found that it does not effectively handle sudden bends in the curvature of the 
line, thereby eliminating critical points along the line. Secondly, the choice 
of the direction tangent to the linear feature is not well calculated, where a 
straight line is drawn between the last two fix points and used to derive the 
direction. Although the method is simple, Opheim (1982: 38) states, "a natural 
choi ce coul d be the tangent of the curve through the 1 ast fi x point as search 
area. " Lastly, Opheim (1982: 34) argues that IItwo parallel 1 ines to infinity 
usually gives bad results". He recommends that the distance between points 
retained should not exceed a predetermined distance (dmax) nor be closer than a 
specified minimum distance (dmin). 

Rhind, in 1973, described a method defining a circular search area in place of 
two parallel lines (Opheim 1982: 35) . The boundary of the circle would be 
specified by the user, including both a maximum radius and a minimum radius. 
When using the circle in the same procedure described by Reuman and Witkam, 
Opheim (1982: 35) found it to be a moderately fast method which deleted only 
those points, IIwhich are of little interest; i. e. , those along a median path. 1I 
(See fig. 6.) The disadvantage of this algorithm is, that when applied to data 
collected by a "time-basedll digitizer, it tended to suppress bends in the 
curvature of the line. 

Opheim (1982: 35) recommends a routine for corridor/search area, point 
elimination which he calls a IIblend of the search regions of Reuman-Witkam and 
Rhind. 1I This method, originated by Skappel, uses both dmin, dmax and two 
parallel lines--it is as if one cut out a section from Rhind's circle. (See 
fig. 7. ) Choosing the right parameters for dmin, dmax and the distance between 
the two parallel lines depends on, "the type of curve, the purpose of the data 
reduction, . . .  and the user's own judgment" (Opheim 1982: 36) . 

When placed over a linear feature, as in the Reuman-Witkam routine, all points 
that lie within dmin are eliminated (too close to the initial point), and the 
last point within the search region is selected as the "critical" point to be 
retained. Unfortunately, the problem with this routine is that when the 
curvature of the line makes a sudden bend inside the search region, the 
"critical" points of the bend will be eliminated. 
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Figure 5. Reuman and Witkins corridor/search routine. 

Figure 6. Rhind 's circle-search area routine. 
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Figure 7. Opheim's corridor/search routine. 
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Global Point Elimination 

The most important aspect of global point elimination is the fact that it is 
the method which comes the closest to imitating manual simplification techniques. 
This method looks at the whole linear feature at one time, rather than piece by 
piece ( as in routines emphasizing sequential point elimination ) . Cartographers 
approach line simplification in the same fashion; they first consider the 
character of the entire line before drafting a generalized version. Three 
routines have been developed that perform global point elimination: method one, 
method two of Douglas-Peucker's (1973) point reduction algorithm, and Peucker's 
(1975) "band-width" algorithm. 

Douglas-Peucker 's algorithm begins by defining a maximum tolerance distance in 
the form of a line segment ( Douglas-Peucker 1973: 116) : 

Method one begins by defining the first point on the line as 
the anchor and the last as a floating point. These two points 
define a straight segment. The intervening points along the 
curved line are examined to find the one with the greatest 
perpendicular distance between it and the straight line deemed 
by the anchor and the floater. If this distance is less than 
the maximum tolerance distance, then the straight segment is 
deemed suitable to represent the whole line. In the case where 
the condition is not met, the pOint lying furthest ( sic ) away 
becomes the new floating point. As the cycle is repeated the 
floating point advances toward the anchor. 

When the maximum distance requirement is met, the anchor is moved to 
the floater and the last point on the line is reassigned as the new 
floating point. The repeat of this later operation comprises the outer 
cycle of the process. The points which had been assigned as anchor 
points comprise the generalized line. 

In method two, the operation is exactly the same as in method one. However, 
all points assigned as floaters are recorded by stacking them in a vector. 
"After the anchor point is moved to the floating pOint, the new floating point is 
selected from the top of the stack, thereby avoiding the necessity of 
re-examining all the points between the floater and the end of the line" 
( Douglas-Peucker 1973: l17) . ( See fig. 8.) 

The advantage of method two over method one is that it takes only 5 percent of 
the computing time required for method one, and, "is thought to produce better 
caricatures" ( Douglas-Peucker 1973: l17) . However, it does result in the 
selection of a greater number of points than method one. 

Peucker (1975: 5l1) devises another line simplification algorithm initially 
conceived as an afterthought to the Douglas-Peucker algorithm. In this algorithm 
he introduces the concept of "band-wi dths," wherei n gi ven a certa in general 
direction of the line, the band will become a bounding rectangle. " . .. the sides 
and ends of the band are parallel, and perpendicular, respectively, to the 
general direction ( of the line ) , totally enclosing it" (Peucker 1975: 511) . Point 
el imination is conducted by partitioning the 1 ine into subsets, "unti 1 each 
subset is a ban d  with a width less than a predetermined threshold." ( Peucker 
1975: 511). "At each step, the partitioning process is performed by selecting 
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those points which touch the sides of the bands as starts and ends of the 
subsets. In order to partition the l ine, a l ink is drawn between the beginning 
and ending points of the l ine. This l ink describes the general direction of the 
l ine. "For every point, the vertical distance form the l ink is computed and the 
point with the maximum absol ute val ue is retained as the new point that divides 
the l ine into two portions which are subsequentl y treated independentl y the same 
way" ( Peucker 1975: 513) . The process is repeated until the maximum distance 
between the original l ine and the general direction l ine is l ess than a 
predetermined val ue. ( See fig. 9.) Marino (1978: 9)  argues that the advantage 
of this al gorithm is that it, "provides a quantitative expression for the 
characteristics of the el ements of a l ine, as wel l as objective rul es for their 
sel ection. " 

MEASURING SIMPLIFICATION ERROR 

McMaster (1983: 268) formul ates two tlethods of eval uating the efficiency and 
accuracy of several simpl ification al gorithms. These methods were designed to 
measure the displ acement between a digitized l ine and its simpl ification. 
Displ acement is defined as the "resul t of the simpl ified l ine no l onger l ying in 
the same geographical position as those sections of the original l ine, or a shift 
in the true geographic l ocation. " The most accurate simpl ification al gorithms 
wil l produce as few displ acements as possibl e, and "space these displ acement 
errors evenl y al ong the l ine. " 

Areal displ acement and vector displ acement are the two measures used by 
McMaster to judge the effectiveness of four types of simpl ification al gorithms: 
N-th point ( Tobl er), angul ar tol erance ( Jenks), perpendicul ar distance tol erance 
( Lang, Jenks), and the Dougl as-Peucker point reduction al gorithm. Areal 
displ acement is the pol ygonal ( areal ) difference between the original l ine and 
its simpl ification. ( See fig. 10. ) This difference is observed in several ways: 
positive differences ( pol ygons to the l eft side of the original l ine), and 
negative differences ( pol ygons to the right side of the original l ine). 

Vector displ acement is measured as the "perpendicul ar distance from the 
el iminated coordinate on the base l ine ( original l ine) to the new vector on the 
simpl ified 1 ine" ( McMaster 1982: 268) . The resul ts of McMaster's measurements 
indicates that in spite of the degree of simpl ification, the Dougl as-Peucker 
al gorithm has l ess areal and vector displ acement. On the other hand, the angular 
tol erance al gorithm was found to have the most areal displ acement at al l l evel s 
and the most vector displ acement at most l evel s. Resul ts of measuring areal and 
vector displ acements of the N-th point al gorithm and the perpendicul ar distance 
al gorithms were difficul t to concl ude. It was found that the perpendicul ar 
distance al gorithms were superior to a l evel of 60 to 70 percent of the 
coordinates el iminated . However, at a more "rigorous simpl ification, " the l ines 
for both perpendi cul ar di stance al gorithms and the N-th poi nt a 1 gori thm had 
equival ent amounts of displ acement. In concl usion, McMaster ranks the al gorithms 
as fol l ows: 1) Dougl as-Peucker, 2) perpendicul ar tol erance al gorithms, 3) N-th 
point, and 4) angul ar distance al gorithms. 

Opheim (1982: 39) argues that the Reuman-Witkam al gorithm for the corridor/ 
search area is "a faster method than the Dougl as-Peucker. " However, he 
acknowl edges that the Reuman-Witkam al gorithm is not as careful as the 
Dougl as-Peucker method when retaining sal ient points al ong a curve. He al so 
notes that costs escal ate for the Dougl as-Peucker method when the routine 
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"A" shows the c oncept; "B" the actual practi ce. 

A 
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Figure 9. Peucker's "ba nd-width" algo rithm. 

Fi gure 10. McMaster's areal displacement. 

Figure 11. McMaster's vector displa cement. 
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attempts to handle too many points at one time. In such a case, Opheim 
recommends that the linear data set be divided into several small sets. 

Opheim (1982: 33) then suggests that a combination of his corridor/search area 
with that of Dougl as-Peucker, "wi 11 resul t in a powerful tool for data 
reduction." In this fashion, the combination of algorithms will provide the 
capability of retaining salient points along curved lines and will "perform as 
well or even better than the Douglas-Peucker method (alone) and at a lower cost." 
Unfortunately, dividing the linear data set into smaller sets, in order to run 
the Douglas-Peucker algorithm at a lower cost, defeats the purpose of the global 
routine. It then becomes just another sequential point elimination routine which 
does not follow the same approach as manual generalization techniques. Although 
Opheim's recommendati on may produce a cost-effecti ve sol uti on to poi nt 
eliminination, it does not bridge the gap between computer-assisted cartography 
and traditional cartographic methods. 

AN INTERACTIVE, LINEAR SIMPLIFICATION ALGORITHM 

Brophy (1973: 300) introduces an algorithm that allows for direct control by 
the cartographer as well as the capability of performing both feature elimination 
and systematic point elimination. In this algorithm, he examines both 
generalization theory and mathematical theory. In addition, the algorithm 
utilizes both objective and subjective approaches. It is objective in the sense 
that mathematical concepts are used along with procedural techniques, and 
subjective because the routine relies upon user-specified input parameters such 
as scale, line, width, and feature size. 

Brophy maintains that "cartographic generalization cannot be completely 
removed from the cartographer's control" (1973: 303). Therefore, his algorithm 
ALIGEN is made of six components that allow the cartographer to select from a 
variety of generalization options. Component one provides for the elimination of 
smaller features. Here the selection of features to be removed along a line is 
on the basis of a specified minimum portrayal size. This component determines 
the spacing of coordinate pairs along the 1 ine according to "a multipl icative 
function of the scale change between the source map and the generalized map, the 
line weight change between these maps, and the level of generalization selected 
for the general ized map . . •  all specified by the cartographer." Component two 
redefines the new curve created in component one by connecting the points "as a 
series of tangent points of finite width equal to the line weight of the line on 
the generalized map" (Brophy 1973: 304). Component three is optional and allows 
the cartographer to specify control points along the linear feature, thereby 
assuring that those points are not eliminated on the generalized line. Component 
four is optional, and permits the cartographer to select larger features that 
should be eliminated, resulting in further simplification of the line. Component 
five provides for systematic line smoothing and exaggeration of particular 
features. Finally, component six plots each line after generalization. 

In analyzing Brophy's algorithm, Morrison (1975: 106) writes, "although it is 
complex, it runs rather efficiently and gives reasonable results." Further, 
Morrison states that in choosing between Douglas-Peucker's algorithm and Brophy's 
algorithm, one must consider the fact that the Douglas-Peucker algorithm does not 
remove features along a line (it results in dark, heavy lines). It tends to 
retain a higher coordinate density around curves; whereas Brophy's algorithm will 
remove unwanted linear features. In addition, Brophy's algorithm "appears to 
have a firmer base in cartographic theory" (Morrison 1975: 106). 
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Therefore, the advantages  and disadva ntages of choosing between the two 
a l gorithms mus t  be weighed. The user mus t  rea l ize  that Brophy's a l gorithm is an  
"interactive" proces s ,  whereas  the Doug l a s -Peucker method has the  u ser se l ect the 
tol erance l imit on ly  once (thereby narrowing the u ser's input to one action in 
the beginning of the proce s s ) .  Al so, Brophy's a l gorithm does not work with the 
entire l inear feature at one time (it is an algorithm that el iminates points).  
U l timate l y, the  question of which is  the  better a l gorithm rel ies  on the  cost  of  
operating the program at the  s pecified facil ity, and,  therefore, l ies outside of 
the rea l m  of the a l gorithm itse l f. 

LI NEAR FEATURE SMOOTHI NG 

Smoothing is the process  of reproducing l inear featu res by removing a series of 
points a l ong a digitized l ine and repl acing them with new coordinate pairs. 
Bas ica l ly,  s moothing a l gorithms " s imp l ify l ines by diminishing variations in 
direction and reducing angl es"  (White 1983: 26). I n  other words, s moothing 
a l gorithms a re u sed to give a digitized l ine a "s moother" l oo k. 

What dis tinguishes s moothing a l gorithms from simp l ifica tion a l gorithms is that 
s moothing a l gorithms ta ke origina l  (digitized) coordinate pairs and transform 
them into new coordinate pairs using mathema tical  functions, thereby changing the 
origina l  data set by moving pOint l ocations.  Simp l ification a l gorithms on the 
other hand e l imina te coordinate pairs from the origina l data set, but do not 
change the l ocation  of those coordinates se l ected to remain on the simpl ified 
l ine. 

Smoothing a l gorithms are most  often empl oyed to minimize digitizing 
irregu l arities,  pa rticu l arl y when the s ca l e  of the map is reduced. However, 
"s moothing techniques a ppear to be mos t  appropriate for data sets a l ready reduced 
in s ize, in order to provide a more 'natu ra l ' l ooking l ine" (White 1983: 26). 
Four  s moothing a l gorithms wil l be discus sed next: Koeman  and Van der Weiden's 
"moving means," Tob l er's "weighted means," Boyl e's "forward l oo k," and  Perkal 's 
"circ l e" a l gorithms. 

Koema n  and Van der Weiden (1970: 47) deve l oped a s moothing routine ba sed on the 
concept of structura l  genera l  iza tion. They define s tructura l genera l  ization a s  
" the change in l inear ma p e l ements by reduction in s ca l e, maintaining the 
origina l  form of the l ines" (1970: 47). In essence, their a l gorithm incorporates 
the u se  of moving means,  whereby the average va l ue of a series of coordinate 
pairs is as signed to the center point of the s tring of coordinate pairs. Thu s ,  
one coordinate pair (the average) repl aces the entire series of coordinate pairs. 
For examp l e, va l ues of the first two coordinate pairs a l ong a l ine are averaged. 
These pairs are then repl aced by their average va l ue and the routine moves to the 
next two coordinate pa irs a l ong the l ine, etc. 

Koeman and Van der Weiden (1970: 48) conducted their s moothing proce s s  four 
times on a sing l e  l ine, u s ing a series of 2, 3, 5, and 12 successive coordinate 
pairs . They concl uded that the technique gives good res u l ts  when "the ratio 
between the dis tances between points recorded on s traight or s mooth l y  curved 
l ines,  and the dis tance between points on very irregu l a r l ines is not too l a rge. " 
The process  tended to l ose  curves when the averagi ng wa s conducted between 
re l ative l y  l a rge dis tances a l ong smooth curves and sma l l dis ta nces a l ong rough 
curves.  The advantages of this routine are: rapid production rate s ,  l ine qua l ity 
that cou l d not be maintained manua l l y, and a l l u ses  of  origina l digitized data. 
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The following disadvantages were noted: the greater the number of points the more 
costly and complex the operation, and the algorithm was "inclined to depress the 
effect of extreme points, often the very points which gave character to the line" 
(Marino 1978: 7) . 

In 1966 Tobler devised a smoothing algorithm that used weighted, moving means 
to smooth the line. The equation he described pertained to three dimensional 
data sets, but it could be adjusted to handle two dimensional data sets as well. 
Unfortunately, Tobler did not provide further information on how the two­
dimensional equation should be formed. However, Tobler described the process of 
weighted, moving averages as that which "assigns particular 'weights' to each 
point in the calculation, in order to increase (or decrease) its influence on the 
final point position" (White 1983: 27) . The process is similar to moving 
averages, but has the additional property of applying weights to each coordinate 
pair. For instance, if large weights are assigned evenly to each neighboring 
coordinate pair, the amount of simpl ification would be small. In such a case, 
the center point would not move too far and the character of the line would not 
be severely affected. If, however, large weights are given to extreme points 
then they will have the effect of "pulling" the center point in their direction. 
In addition, Tobler describes two advantages of this method: large-scale features 
are retained, and small-scale features are filtered out. 

Boyle (1970 :91) introduced a different approach to smoothing linear features 
which he calls "forward look linear interpolation." He believes that when using 
a di gita 1 computer the problem is descri bi ng the 1 i ne, "to the requi red accuracy 
in a compact numerical manner and then ... regenerate it in the original form ... 
(where the) drawn output has to be smoothed in a manner suitable to the type of 
line and acceptable to the eye." 

Forward look linear interpolation, then, is conducted along a line by aiming at 
a point that lies either two or more points ahead. Boyle (1970: 94) describes 
the following example, "each time one-quarter of the distance of a four-point 
look ahead, or one-tenth of a ten-point look ahead, is completed, a new aiming 
point is created on a logical basis." (See fig. 12.) One advantage of this 
process is that the output is a "series of vectors that vary only by a small 
angle from one to the next." However, according to Boyle, the major attribute of 
this routine is that its visual appearance is pleasing to the eye and it appears 
to work well with continually varying cartographic line data. Coastlines may be 
sufficiently reproduced using a four-point look ahead. Water contours are better 
portrayed using a ten-point look ahead (for sharp contours will not appear in the 
smoothed output). 

Perkal 1966 introduces the most comprehensive and objective approach to linear 
feature smoothing. The degree of generalization for this method is established 
by the assignment of a real number s to represent the diameter of a circle. (See 
fig. 13. ) The object of this routine is to generalize "a region (O) by placing 
the circle (of diameter s) inside the region and rotate it in such a manner that 
the circle always lies completely inside the area (O), it is never outside the 
area (O}." The term s-generalization applies to the set of all points (p) that 
have the property that they are contained within the circle of diameter s which 
can be completely included in the region (O). The boundary formed bye-generali­
zation set of points is then the smoothed boundary for O. Those points that are 
not covered by the edge of the circle are eliminated (q). 
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In addition to the "inner" 1 ine general ization boundary of area D ,  an outer 
l ine generalization boundary is created of the "complement of area D" (D'). This 
complement (D') refers to the area, "of the region that remains after deletion of 
D" (Perkal 1966: 5 ) .  Perkal 's smoothing process has two phases : moving the 
circle (of diameter £ )  inside the region D, and moving the circle outside the 
region D. The generalized edge wil l  be the region of divergence , i.e . ,  the 
shaded region between D and D'. By using a large circle, a greater area of 
divergence can be created and, therefore, a greater generalization. 

The distinguishing feature between Perkal ' s  smoothing routine and that of 
Boyle's routines is that it is used for enclosed features. The method is capable 
of identifying regions of the map that should be eliminated due to their limited 
size. Most cartographers maintain "in reduction to scale of sma l l  detail s, a 
cartographer should comprehend all of the peculiarities necessary to describe the 
type of line and place them on a map at even the smallest scale (Perkal 1966: 3) . 
However, this contributes to map clutter and compl exity . It is more beneficial 
for the cartographer, when working at different scales, to have the ability to 
identify areas that are too small to portray clearly on the map . Perkal provides 
this option by al lowing the user to change the diameter of the rotating circle, 
where "the disappearance of an inner area at a given level of generalization can 
be taken as a reason for omitting the given e l ement from a map ... " (Perkal 1966 : 
9 ) .  In such a case, the epsilon diameter of the circl e is so large that the 
circle cannot rotate within the boundary of the region. While Perkal does not 
specify appropriate circle diameters to use at particular scales, his approach to 
feature smoothing brings computer-assisted cartography one step cl oser to 
complete automation. Once the cartographer determines the diameter of the 
generalizing circle, the remainder of the program does not require his 
intervention. 

SUMMARY AND CONCLUSIONS 

The linear simplification algorithms discussed in this report were evaluated 
upon two criteria: 1) were they objective approaches to Simplification , and 2) 
did they retain critical /salient points along the line? These were considered to 
be the most important criteria to address. 

Objectivity is necessary in order to " automate " the 1 inear simpl ification 
process. The biggest difference between computer-assisted and manual cartography 
l ies in their treatment of cartographic elements. Manual cartography is affected 
by the infl uence of individual bias in the performance of general ization since 
every cartographer has a certain way of doing things. However, to have computer 
assistance in performing simplification it is necessary to reduce bias " by 
systematically searching for impartial criteria that can be universall y  appl ied" 
(t<1cMaster 1983 : 32) .  This can only be attained by minimizing the amount of user 
intervention , e . g . , allowing the user to specify certain standardized criteria 
onl y  in the initial stages of the simplification process. An obj ective approach , 
then, is required in any linear Simplification algorithm . 

Retention of critical points assures that the true portrayal of the line 's 
"character" is provided as the cartographer conducts l inear simpl ification. 
When conducting manual Simplification cartographers choose simil ar "critical" 
points to characterize the line (Marino 1978) . It is important to transfer this 
quality over to computer-assisted simplification al gorithms . However, the 
difficulty is that most Simplification algorithms do not l ook at the entire line 
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a t  one time. Al gorithms tha t  on l y  l ook a t  sma l l  section s  o f  the l ine a t  a time 
have difficul ty in identifying a brupt curva ture changes which often s ignify 
c ritical  poin ts. Therefore, the s impl ifica tion a l gorithms recommended by most 
cartographers and geographers are those that l ook at the who l e l ine at  one time , 
i. e.,  g l obal  s impl ification a l gorithms. 

Peucker ' s  " band-wi dth "  a l gorithm fi ts the above ment i oned criteri a because  it 
cl osely  resembl es  the Dougl a s - Peucker point reducti on a l gorithm, method one. 
However, Doug l a s -Peucker's method two a l gorithm (where fl oating points are 
s tacked in vectors) better suits the requirements of o bjec tivity and retention of 
c ritica l  points. Whil e it s e l ects more pOi n ts than  method one , it works fas ter 
and often produces better cari catu res. Thi s a l gorithm then wou l d be a good 
c hoice for "automa ting "  l inear s impl ifica tion. The user  mus t  weigh the 
attributes and disadvantages to s e l ect  the appropria te 1 inear s impl ification 
a l gorithm to suit the s pecific purpose. 

Fina l l y, a dis tinction needs to be made regarding featu re simpl ifica tion. 
Fea tu re s impl ifi cation in this report i s  equiva l ent  to the phrase " feature 
el imina tion, " for the proces s  is aimed a t  se l ecting cartograph i c  featu res that 
wil l remain on the genera l i zed map. The  process  of  " smoothing " boundary l ines of  
featu res is  then a l inear smoothing proces s  and not a s impl i fica tion process.  

Robinson  and Morrison's " ranking"  of data e l ements ,  or Perka l 's " circ l e " 
a l gorithm, are suitabl e featu re s impl ification a l gorithms .  Perka l 's a l gorithm, 
though, is the more s traightforward approach. It a l l ows for the el imina tion of 
fea tu res by specifying an £ -diameter circ l e  meas u re tha t  is not sma l l enough to 
rota te within the boundary l ines of the feature. Once the d i ameter is specified 
u ser intervention is no l onger required, whereas,  a s s igning " rankings " to data 
el ements on a map can prove to be tedious  a nd may invo l ve frequent u ser  in terven­
tion. Al though the concept is  s impl e, the practice of as sign i ng " rankings"  is 
compl ica ted. Ranking is an arbitrary proces s ,  which  means  tha t  an e l ement of 
s ubjectivity is  invol ved. Therefore, if a s tandard d i ameter can  be derived, so  
tha t  for  each  s ca l e  an  appropria te meas u re can be  chosen, featu re s impl ifi ca tion 
wou l d  best be performed by u s ing Perka l 's " circ l e" routine. 
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